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Abstract

Traditional information retrieval models work based on statistical co-occurrence and hardly consider any semantic relationships between terms during retrieval. In these models, the relevance of a document with respect to a query is measured by considering the exact term overlap between the query and the document. Natural language documents may use different words to report same concept, creating a *vocabulary mismatch* problem that hurts IR performance. The primary reasons for vocabulary mismatch are 1) variation of words due to the morphological events (both derivational and inflectional), and 2) use of different vocabulary for the same concept by the creator of documents and the user who is issuing the query. The morphological variational problem can be addressed by using a stemmer that changes all possible variations into a single stem.

To overcome the second drawback, in this thesis, we present a number of methods incorporating semantic relationships based on word embeddings to improve the retrieval experience. We have proposed a generalization of the traditional language model where the mutual independence of occurrence of a pair of words no longer holds. Utilizing the term vectors, the proposed method considers generation of semantically similar terms either from the document or from the collection. Consequently, a number of query expansion techniques, based on word embeddings, are proposed that consider embedding based similar terms as probable expansion terms. Additionally, a word embedding based relevance feedback method is proposed. Based on kernel density estimation, the proposed feedback model enables incorporation of semantic relations by exploiting term compositionality with embedded vectors. The results show the effectiveness of our proposed algorithms over state-of-the-art retrieval models.

If the performance of any given method for a particular query can be estimated in advance (or during retrieval), it may enable us to tailor the retrieval strategy to individual queries, so that the overall effectiveness of the system is improved. To be useful in practice, i.e., to avoid being reduced to a trial-and-error approach, this estimation must not make use of any ground truth / information provided by users about the relevance of different documents. This is the *Query Performance Prediction* (QPP) problem: to predict the effectiveness of an IR method for a given query and a collection of documents, without using relevance judgments. Based on word embeddings, further in this thesis, a novel query performance predictor is proposed. Experiments on benchmark datasets have shown the superiority, in terms of performance, of the proposed method over state-of-the-art performance predictors.
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Chapter 1

Introduction

The amount of information produced in digital form (as text, images, audio, video etc.) has seen an exponential growth in the last few decades, creating a need for efficient handling of this information. Search engines have emerged and evolved to meet this need, by helping people to quickly find relevant items from the vast amounts of information available. Indeed, search engines have become an integral part of our day to day lives: people use search engines on various platforms, from mobile phones to personal computers (PCs), to look for information both online (e.g., to check the local weather forecast), and offline (e.g., to search for a .doc file stored in their phone / PC). Among the different formats in which information is stored digitally, text continues to be widely used. The primary task of a text-based search engine can be broadly described as follows: given a user’s query, find textual documents that provide relevant information to the user.

A great deal of research in Information Retrieval (IR) focuses on designing and testing the algorithms that drive a search engine. As a discipline, IR may thus be loosely defined as the science behind searching. Given a query \( Q \), most IR models compute a score for each document that is intended to be indicative of the document’s usefulness. The documents are then presented to the user (often along with the scores) in decreasing order of presumed usefulness. For a document, the score (commonly referred to as the similarity score) corresponding to query \( Q \) is typically computed by considering terms that are common to both the document and the query. Search algorithms that compute document scores on the basis of terms present in both documents and the query are called term-overlap based searching algorithms.

Unfortunately, a query and a relevant document may use different terms to refer to the same concept. For example, a document that is relevant to a query on automobile emissions may not use the terms automobile and emissions at all; instead, it may use the term car exhausts when discussing the same subject. When this happens, a simple, term-overlap based search algorithm will likely fail to retrieve such relevant documents. This is termed the vocabulary mismatch problem. In many cases where term-overlap based search algorithms fail to provide satisfactory results, the poor performance may be attributed to vocabulary mismatch. This problem is often particularly acute for short queries.

Query Expansion (QE) is one standard approach that attempts to overcome the vocabu-
lary mismatch problem. In this technique, a set of additional terms that are related to the user's information need are added to the initial query. These terms (called expansion terms) are expected to increase the chance of a match between the query and a hitherto unretrieved, relevant document. They are also expected to improve the match between the query and retrieved, relevant documents.

For many common search activities, however, users are either unaware of good expansion terms (consider searching for a solution to a knotty computer-related problem, for example), or are simply unwilling to make the effort required to provide additional query terms. Therefore, a query expansion algorithm should try to solve the problem of vocabulary mismatch without any explicit additional input from the user. A sub-field of research on IR, commonly known as Automatic Query Expansion (AQE), tries to address this problem, and has been an active topic of research over the last few decades. Since fully automatic QE methods do not involve any human supervision, they are prone to error, in the sense that they sometimes add unrelated, irrelevant terms to a user's query, changing the focus of the query. This is known as query drift. In such cases, query expansion causes performance deterioration rather than improvement.

Given an oracle, it would be possible to know in advance which queries would be benefitted, and which ones would be hurt by AQE. A system would then be able to “maximise” performance, by selecting, for each query, the appropriate retrieval strategy for the particular query at hand (in this case, by deciding whether or not to expand the query automatically). More generally, if the performance of any given method for a particular query could be estimated in advance (or during retrieval), it might be possible to tailor the retrieval strategy to individual queries, so that the overall effectiveness of the system is improved. To be useful in practice, i.e., to avoid being reduced to a trial-and-error approach, this estimation must not make use of any ground truth / information provided by users about the relevance of different documents. This is the Query Performance Prediction (QPP) problem: to predict the effectiveness of an IR method for a given query and a collection of documents, without using relevance judgments.

In this thesis, we investigate novel approaches for both Automatic Query Expansion and Query Performance Prediction. The common idea underlying the proposed approaches is the use of word embeddings. Broadly, a word embedding maps each word in a text collection to a $k$-dimensional vector over the real numbers in such a way that semantically related words are mapped to “similar” vectors. In the following sections, we discuss the motivating factors that led to our exploration of word embeddings (Section 1.1), and present a more precise statement of the research questions addressed in this thesis (Section 1.2).

### 1.1 Motivation

As outlined above, word embedding techniques take a raw, unannotated text corpus, and map each term of the corpus to a $k$-dimensional vector ($k$ is typically very small compared to the number of distinct terms in the corpus). The terms of the vocabulary are said to be embed-
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**ded** in the \( k \)-dimensional abstract space, and the vector corresponding to a word is called its **embedding** or **embedded vector**. A word embedding attempts to reflect the underlying semantic relationships between terms in the following sense: terms that are strongly semantically related are expected to be in close vicinity in the embedding space.

Word embedding techniques have been studied in IR at least as far back as 1990 [50]. Interest in the use of word embeddings has been rekindled thanks to relatively recent research in deep neural network based approaches, which have opened up a plethora of opportunities for researchers in different fields of Computer Science, from Computer Vision to Speech Recognition, to Natural Language Processing. In particular, work by Mikolov et al. [103], and the availability of efficient tools to compute embeddings from a corpus\(^2\) have inspired a slew of work that seeks to apply word embeddings to IR problems [110]. The work presented in this thesis studies the application of word embeddings to Automatic Query Expansion (AQE) and Query Performance Prediction (QPP).

**Automatic query expansion.** As discussed above, the objective of AQE is to find words that are semantically related to a given user query (say \( Q \)). Consider word embeddings from an appropriate corpus. If \( w \) is a word whose embedding lies close to the embeddings of the query words, then \( w \) is likely to be semantically related to \( Q \). It is, therefore, likely to be a useful expansion term. We explore this simple idea in greater detail in Chapters 4–6.

**Query performance prediction.** The quality of search results returned for a query depends on a very large number of factors. In our work, we focus on query ambiguity. If a query is ambiguous, then it may be difficult for a search engine to return satisfactory results for the query. A classic example of an ambiguous query is ‘python’: the user may either be asking for information about a kind of reptile, or about Python, the programming language (or possibly about some other, less commonly known sense of the term python). While the information need in the mind of the user is clear, an IR system does not usually have any insight into this need. Thus, the top ranked documents retrieved by the system may contain documents about different possible senses of the query. It may well happen that only a few among these documents, i.e., the ones which are related to the intended sense of the query, are relevant to the user. This can lead to poor IR effectiveness.

We use word embeddings to quantify query ambiguity, and use this quantitative estimate of ambiguity in turn to predict query difficulty. To explain how embeddings may be used to measure ambiguity, we consider, for simplicity, a query containing the single term \( q \). Let \( W = \{w_1, w_2, \ldots , w_m\} \) be words whose embeddings lie close to the embedding for \( q \). If \( q \) is an unambiguous term, then \( w_1, w_2, \ldots , w_m \) are all likely to be semantically related to the single sense of \( q \), and therefore to each other. On the other hand, if \( q \) is an ambiguous term like ‘python’, then some words in \( W \) are expected to be related to programming, while the others are likely to be related to the reptile. Thus, we expect the words within \( W \) to form two groups, one corresponding to each major sense of ‘python’. Extending this hypothesis to the embedding space, we expect that, if the vector embeddings of words in \( W \) are clustered, the number of clusters formed will be roughly indicative of the number of senses of \( q \). In other

\(^2\)Example: the word2vec software package.
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words, it may be taken to be a measure of the ambiguity of \( q \). This idea is studied in greater
detail in Chapter 7.

**Term compositionality in Information Retrieval**

Word embeddings have another attractive feature that promises to be useful in IR applica-
tions. The addition of vectors in the embedding space has been shown to correspond nicely
to a composition of the semantics of the corresponding words [103]. For example, if the em-
beddings of the terms `german` and `airline` are added together, the vector so obtained is close
to the vector for the term `Lufthansa`.

IR systems that are based on term overlap commonly look for matches on individual
words. However, a match on a multi-word construct (often referred to as a phrase in IR ter-
minology) can often be more strongly indicative of usefulness. For example, a match on the
phrase `blood pressure` would generally be regarded as a more specific match than a combi-
nation of individual matches on the words `blood` and `pressure`. To leverage such matches, IR
systems sometime consider phrase matches, or term proximity during retrieval. The observa-
tion that simple vector addition of word embeddings can be used to capture the meaning of
a set of terms taken together opens up new possibilities of matching concepts which are not
adequately represented by single words alone. In our work on AQE and QPP, we make use of
this compositionality property of word vectors.

1.2 Research questions and contributions

The overall research question addressed in this thesis is whether the performance of different
IR methods can be improved by using semantic relations captured by word embeddings, and
by utilizing the property of compositionality of embeddings. Particularly, we try to improve
retrieval performances of baseline and query expansion methods as well as the accuracy of
query performance predictors using embeddings. The specific research questions addressed
in the respective sections of the thesis is outlined in the following section.

1.2.1 Chapter 3: Document preprocessing for IR

Before starting our study of applying word embeddings to IR, we faced a seemingly basic,
operational question. When indexing the documents in any collection, an IR system has to
decide which parts of a document to tokenise, what characters to regard as token delimiters,
the nature of the tokens themselves (e.g., words, n-grams), which tokens to discard, if any
(e.g., strings consisting of numerals only), etc. We refer to these tasks collectively as document
preprocessing or parsing. Published articles generally do not provide specific details about
preprocessing, suggesting that these details are probably not important, but our preliminary
experiments suggested that document preprocessing choices can significantly affect retrieval
effectiveness. This prompted us to consider more carefully the choices made regarding which
parts of documents to index, and the impact of these choices on retrieval effectiveness. For
document collections consisting primarily of relatively clean, textual content, the choice is
reasonably clear: the entire document should probably be indexed. In contrast, collections
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consisting mostly of Web documents generally contain a significant amount of markup and meta-content. These portions of the document — informally referred to as noise in this thesis — should probably be discarded during preprocessing. This hypothesis led to the following questions.

- Should noise be removed from documents (particularly Web documents) prior to indexing? How much difference does noise-removal make? Does the answer depend on the retrieval model applied?

- What is the effect of noise removal on query expansion (QE) techniques?

Our experiments show that removing noise during document parsing can indeed significantly affect retrieval effectiveness, but this effect varies across retrieval models as well as test collections. For example, metadata filtering was found to be generally beneficial when using BM25 [128], or language modeling [118, 82] with Dirichlet smoothing [175], but can significantly hurt performance if language modeling is used with Jelinek-Mercer smoothing. We also observed that, in general, the performance differences become more noticeable as test collections become more noisy. In a second set of experiments, we studied the effect of preprocessing on query expansion. In this case, once again, we found that it is generally better to remove markup before using documents for query expansion. Thus, preprocessing details actually appear to be important, their omission from published work notwithstanding.

1.2.2 Chapter 4: Generalized language model

With preprocessing concerns out of the way, we move on to our objective of exploring how word embeddings may be applied to IR. Our first approach attempts to incorporate semantic similarities between words (as reflected in the similarity between their embeddings) into the Language Modeling framework in a principled way.

According to the conventional language modeling approach, each document \( d \) may be regarded as an urn containing words. The smoothed\(^3\) probability estimate of picking the query words from this urn is regarded as the document’s similarity score. We construct a generalized language model, in which a query term \( t \) may be picked from the document \( d \) via two distinct event types.

- As in the conventional language model, \( t \) may occur as-is in \( d \) (or in the collection \( C \)).

- Additionally, a different word \( t' \) may be picked first from \( d \) (or \( C \)), and then transformed into \( t \). The probability of transforming \( t' \) into \( t \) depends on the semantic similarity between the two words. As discussed above, this semantic similarity can be computed using vector embeddings. Thus, the probability of transforming cigarette to smoking should be relatively high, while the probability of transforming cigarette to submarine is expected to be low.

Our experiments show promising results on standard test collections: the proposed generalized language model outperforms the basic language modeling approach to IR.

\(^3\)Smoothing is discussed in detail in Section 2.2.1.
Chapter 5: Query expansion techniques based on word embeddings

Chapter 5 presents a framework for query expansion that uses embeddings as outlined in Section 1.1: candidate expansion terms are obtained by applying a $K$-nearest neighbours approach in the embedding space. We explore two query expansion techniques within this framework. In the first variation, we search for the nearest neighbours of the query among the embeddings of all index terms in the collection. This method only makes use of the query terms, and does not depend on any retrieval method. Thus, this method can be categorized as a pre-retrieval query expansion technique. In the second variation that we propose, the search for nearest neighbours is restricted to the set of words contained in the top-ranked documents retrieved for the initial query by some retrieval method. For both the methods, the weights of the expansion terms are computed as a function of the vector similarity between the embeddings of the expansion terms and those of the query terms.

For our initial experiments with the QE techniques outlined above, we ran word2vec on the documents in the respective test collections to generate word embeddings. A number of variations on this theme are possible. In the second part of the chapter, we study the effect of these variations on the proposed QE method. Specifically, we consider the following issues.

- Choice of word vector training algorithm, e.g., word2vec vs. fastText\textsuperscript{4} [21].

- Term normalization, i.e., should the words in the corpus be stemmed before training word vectors, or should the vectors be computed using an unstemmed corpus? In the latter case, an appropriate method is required to handle vectors corresponding to inflected variants of a word.

- Choice of document collection used to generate word vectors. If a generic collection of documents (such as Wikipedia\textsuperscript{5}) is used to compute embeddings, how much difference does it make as compared to when embeddings are generated from the test collection in question?

In this connection, we also propose a quantitative measure for estimating the similarity of word vectors obtained under different settings,

Chapter 6: Pseudo relevance feedback based query expansion technique using word embeddings

A limitation of standard IR models is that the notion of term compositionality is restricted to the use of pre-defined phrases and term proximity. Standard text based IR models provide no easy way of representing semantic relations between terms that are not necessarily phrases, such as the equivalence relationship between ‘osteoporosis’ and the terms ‘bone’ and ‘decay’. To alleviate this limitation, we introduce a pseudo relevance feedback (PRF) method which makes use of word embeddings. We leverage the fact that the vector addition of word embeddings corresponds to a semantic composition of the corresponding terms, e.g., addition of the vectors for ‘bone’ and ‘decay’ yields a vector that is likely to be close to the vector for the word ‘osteoporosis’. Our proposed PRF model enables incorporation of semantic relations

\textsuperscript{4}https://fasttext.cc/

\textsuperscript{5}http://en.wikipedia.org
by exploiting term compositionality with embedded word vectors. We develop our model as a generalization of the relevance model (RLM) [91, 86]. Experiments on standard test collections show that the proposed generalization yields improvements over the standard relevance model.

1.2.5 Chapter 7: Word embedding based query performance predictor

As discussed in Section 1.1, the hypothesis underlying our proposed query performance predictor is that ambiguous queries are difficult. Some existing QPP approaches [75] take ambiguity into account with the help of static resources, such as WordNet [104]. We propose a novel word embedding based method for measuring the ambiguity of each query term by estimating how many ‘senses’ each word is associated with, within a given document collection. The key idea is to estimate a Gaussian Mixture Model (GMM) from the nearest word vectors of a query term. Each component of the mixture can be thought of as being associated with a particular sense of the query term. We then make use of the prior probabilities of the GMM components to measure how uniformly the words in this neighborhood are distributed.

The query predictor proposed in Chapter 7 is a pre-retrieval type predictor, i.e., it does not make use of the ranked list of documents retrieved for a query in order to estimate its difficulty. QPP approaches that use information from the top-ranked documents are categorized as post-retrieval predictors. Such predictors often outperform pre-retrieval predictors because of the additional information that they make use of. To achieve the best of both worlds, we propose a linear combination of a pre-retrieval predictor with a standard post-retrieval predictor function, called Normalized Query Commitment (NQC) [145], which uses the variance within the retrieval scores of the set of top-ranked documents to estimate query difficulty. Experiments on TREC data collections demonstrate that the proposed combination almost always outperforms other state-of-the-art predictors.

1.3 Thesis outline

The rest of the thesis is organized in the following way.

- Chapter 2 provides some basic background about IR and Word Embeddings that is related to the work presented in this thesis.

- Chapter 3 describes the effect of document pre-processing on IR effectiveness. Specifically, we consider the question of whether to remove or retain the meta-information from documents in a Web collection during indexing. Our experiments show that varying the pre-processing step for Web document collections results in significant changes in performance, both for baseline as well as query expansion based retrieval methods. The work presented in this chapter settles a basic operational question, thereby laying the foundation for the rest of the work reported in this thesis.

- Chapter 4 presents the generalized language modeling method that uses embedding similarity to incorporate semantic information into the standard language modeling
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approach to IR. The proposed method is compared with the standard LM based retrieval model on several benchmark TREC collections.

- Chapter 5 describes some query expansion methods based on word embeddings. The proposed pre-retrieval query expansion method is shown to significantly outperform baseline methods on a number of test collections. Additionally, we study how the performance of the proposed QE method is affected by differences in choices made while training the word embeddings.

- Chapter 6 discusses a novel pseudo relevance feedback method that utilises word embeddings. Based on kernel density estimation, the proposed method uses the compositionality of terms to capture conceptual semantics. The proposed method is then used for query expansion, and is found to outperform RM3 [86], a very well-known query expansion approach.

- Chapter 7 proposes a novel query performance predictor that uses word embeddings. The proposed method is a pre-retrieval predictor, i.e., it does not depend on any retrieval model / function. To incorporate the post-retrieval information in the prediction model, a state-of-the-art predictor is linearly combined with the proposed predictor, resulting in a robust predictor. Experimental results on several benchmark TREC datasets are presented to permit a comparison between the proposed predictor and several state-of-the-art predictors.

- Chapter 8 concludes the thesis. It highlights our primary observations, and suggests some directions for further study.
Chapter 2

Background

Information Retrieval (IR) refers to the science of searching. From locating a phone number in a telephone directory, to fetching information about the nearest hospital in a locality from a map, are all forms of IR. Until some time in the second half of the previous century, IR was mostly an activity that involved a small handful of persons (like librarians and para-legal professionals). Since the advent of the World Wide Web, an enormous number of people from diverse backgrounds and professions have been regularly engaged in activities like Web search or email search that involve IR.

In this chapter, we start by covering the basics of IR. An architectural view of the process of information retrieval is presented with a brief discussion. Later in this chapter, important retrieval models are briefly reviewed before presenting the evaluation procedure, which will ease the path for understanding the work presented in the rest of this thesis.

2.1 Information Retrieval: a primer

Even in the current age of rapid technological advancement, textual data continues to be among the most prevalent forms in which information is stored. In this thesis, we focus on the problem of textual information retrieval, which may be defined as follows:

Given an information need, and a collection of documents stored in unstructured textual form, Information Retrieval is the process of finding documents from that collection that satisfy the information need.

The whole information retrieval process broadly consists of two parts, i) indexing and ii) retrieval. While indexing, the collection of documents (commonly known as a corpus), is processed and stored for efficient and fast retrieval. Removal of non-informative terms (commonly known as stopwords) and stemming are performed during processing the collection prior to indexing. The indexing process primarily involves generating an inverted index from the corpus. The inverted index consists of two parts, i) an inverted list (or, posting list), and ii) a dictionary. In an inverted list, each term of the vocabulary is stored along with a list of documents containing that term. The list containing all the terms of the vocabulary is called a dictionary. For fast retrieval, the dictionary is kept in the primary memory with pointers
to each inverted lists. The inverted lists are stored in the secondary memory. For ranked retrieval, the inverted index contains a term weight for each document in which the term occurs. Additionally, the dictionary stores per-term collection statistics during indexing so that a single lookup in the dictionary can extract all necessary information to compute the retrieval score for a document during retrieval.

The process of indexing is broadly presented in Figure 2.1 where the collection consists of three documents.

2.2 Baseline retrieval models

The set of algorithms, that work behind a search engine to fetch potential relevant information, are called retrieval models / functions in research community. There are a number of retrieval functions that are known to be effective.

We now turn to the retrieval models that we considered in this thesis. We selected language model based retrieval methods, with two different smoothing techniques, namely Jelinek-Mercer smoothing, and Dirichlet smoothing [174, 175, 173]. These techniques are popular among researchers as baseline retrieval methods [171, 170, 178, 68, 111]. For some of our works, we also experimented with probabilistic and information theoretic methods, specifically BM25 [127, 128] and Divergence from Randomness [6] retrieval models. In the rest of this section, we briefly review these models and methods. In the next section, we will discuss about relevance feedback, and one of the popular state-of-the-art relevance feedback based query expansion technique (namely relevance based language model) that we used as baseline in some works reported in this thesis.

---

1Reproduced from [http://www.writeopinions.com/inverted-index](http://www.writeopinions.com/inverted-index)
2.2. Baseline retrieval models

2.2.1 Language modeling

The general idea of language modeling based retrieval can be described in the following way. Let $Q$ be a query and $d$ be a document. Let $D$ represent the language model estimated from $d$. Then the score of document $d$ with respect to query $Q$ is given in decreasing order by the posterior probabilities $P(D|Q)$. These posterior probabilities are estimated for each document $d$ of the collection while indexing the collection, with the help of the prior probability $P(Q|d)$ according to the Bayes rule [117, 82, 175].

\[
p(d|Q) = \frac{p(Q|D).p(D)}{\sum_{d' \in C} p(Q|D').p(D')} \propto p(Q|D).p(D) = p(D). \prod_{q \in Q} p(q|D)
\]

The language model $D$ associated with the document $d$ is usually approximated by a unigram language model, i.e., $D = \{p(w_i|d)\}_{i \in [1,|V|]}$ where $V$ is the size of the vocabulary, and $p(w_i|d)$ represents the probability of randomly picking word $w_i$ from document $d$.

Thus, the retrieval score of $d$ for a given query $Q$ can be written as

\[
\text{Score}(Q, d) = p(Q|D) = \prod_{q \in Q} p(q|d)
\]

**Jelinek-Mercer smoothing**

To overcome the zero probability problem (when a query term is missing from $d$, its score becomes zero according to Equation 2.2), the language model $D$ is smoothed by interpolating the Maximum Likelihood Estimate (MLE) of $p(w_i|d)$ with a background language model, estimated from the entire collection $C$, as in Equation 2.3.

\[
p(Q|D) = \prod_{q \in Q} \left[ \lambda p(q|d) + (1-\lambda)p(q|C) \right]
\]

Here, $tf(q, d)$ and $cf(q)$ respectively indicates the count of term $q$ in the document, and in the whole collection. $|d|$ and $|C|$ are the size of the document and the collection respectively. $\lambda = [0, 1]$ is the interpolation parameter. This language modeling based retrieval model (Equation 2.3) is known as language model with Jelinek-Mercer smoothing or linear smoothing, and is referred to as JM or, LM-JM in the rest of this thesis.

**Dirichlet smoothing**

Another smoothing method that is also used by the researchers is the Dirichlet prior smoothing method that uses Bayesian estimation instead of MLE. The mathematical form of this model is similar to the language model with Jelinek-Mercer smoothing (see Equation 2.3),
except the interpolation parameter has a dynamic coefficient that changes according to document length (see Equation 2.4).

\[
P(Q|\mathcal{D}) = \prod_{q \in Q} \frac{tf(q,d) + \mu p(q|C) }{|d| + \mu} \tag{2.4}
\]

Here, \(tf(q,d)\) is the term frequency of \(q\) in document \(d\), \(|d|\) is the document length, and \(p(q|C)\) is the collection probability of \(q\) in the whole collection. \(\mu\) is the interpolation parameter, and can be interpreted as the pseudo counts of words introduced through the prior. The practice is, \(\mu\) is set in the range \([100, 5000]\). The language model based retrieval model presented in Equation 2.4 is known as language model with Dirichlet prior smoothing. In the rest of this thesis, Dir and LM-Dir are used interchangeably to refer to the same model that is presented in Equation 2.4.

### 2.2.2 BM25

BM25 is a traditional probabilistic retrieval model [127, 128] with better length normalization factors. Equation 2.5 mathematically presents the BM25 model to score a document \(d\) for a given query \(Q\).

\[
Score(Q, d) = \sum_{q \in Q} \log \frac{D - df(q) + 0.5 \cdot tf(q,d)(k_1 + 1) }{df(q) + 0.5 \cdot tf(q,d) + k_1(1 - b + b \frac{|d|}{avgdl})} \tag{2.5}
\]

In Equation 2.5, \(D\) is the number of documents in the collection, \(df(q)\) is the number of documents in the collection containing the term \(q\), \(tf(q,d)\) corresponds to the count of term \(q\) in document \(d\), and \(avgdl\) is the average document length of the collection. \(b\) is a length normalization parameter, and \(k_1\) is a positive tuning parameter that calibrates the document term frequency scaling [128].

### 2.2.3 Divergence from Randomness

The Divergence from Randomness (DFR) model has a number of associated parameters. For a given query \(Q = \{q_1, \ldots q_k\}\), the within document term weight of a query term \(q\) \((q \in Q)\) is defined as:

\[
w(q,d) = \frac{cf(q) + 1}{df(q)(tfn + 1)} \left( tfn \cdot \log_2 \frac{D + 1}{cf(q) + 0.5} \right) \tag{2.6}
\]

where,

- \(cf(q)\) - collection frequency of \(q\) in the whole collection
- \(df(q)\) - document frequency of \(q\) in the collection
- \(D\) is the number of document in the collection
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- \( tfn \) is the normalized term frequency, and defined as:

\[
  tfn = tf(q) \cdot \log_2\left(1 + c \cdot \frac{avgdl}{|d|}\right)
\]

with \( c \) being a parameter whereas, \( |d| \) and \( avgdl \) denotes the document length and average document length respectively.

The non-trivial details of the different parameters and normalization factor of DFR models are beyond the scope of this report. For a comprehensive discussion of DFR model, please refer to \([80, 6, 4]\).

2.3 Relevance feedback and query expansion

One of the prevalent problem of each of the retrieval models discussed above, and in general a commonly known challenge for IR, is the problem of vocabulary mismatch \([60]\). Consider a user query \( Q \) having a relevant document \( D \) corresponding to it. \( Q \) and \( D \) may use different set of words (i.e. vocabulary) to refer to the same concept. In this practically likely event, retrieval models based on keyword overlapping may not be able to retrieve \( D \) in response to \( Q \). A classic example of vocabulary mismatch occurs when two documents express the same topic, one using the phrase “atomic energy” whereas the other using “nuclear power”.

The general idea of relevance feedback is to involve the users in the retrieval process to improve final result. Particularly, after querying for an information need, the user gives a feedback on the relevance of the documents in an initial retrieved set of documents. Based on this feedback, the retrieval system modify the representation of the information need, and performs a second round of retrieval.

Based on the way the feedback is received, relevance feedback process can be categorized in three categories:

1. **Explicit relevance feedback**: Users specify search results as relevant and non-relevant.
2. **Implicit relevance feedback**: Feedback is considered on the basis of user activity (e.g. previous searches).

3. **Pseudo relevance feedback**: Top $n$ documents are considered as relevant.

The basic structure of explicit relevance feedback is graphically presented in Figure 2.2. However, in practice, explicit or implicit feedbacks are hard to get, and pseudo relevance feedback turns out to be very effective. In this section, we will discuss about expansion technique relying on pseudo-relevance feedback. Specifically, we will describe RLM, a popular acronym for relevance based language model [91, 86], that is popular among researchers as a query expansion technique based on pseudo relevance feedback. RLM is an association based method that remains an effective and widely used approach for query expansion. For a given query $Q = \{q_1, \ldots, q_k\}$, the relevance model hypothesises that there is a latent probability distribution $R$ that generates both the query $Q$, and its relevant documents (graphically presented in Figure 2.3). The relevance model $R$ is then approximated on the basis of terms of $Q$, and set of known relevant documents. The terms of $R$ with large probability weights can then be selected as the potential expansion terms. The better the estimation of $R$, the better performance of the query expansion technique. In the absence of training data, $M$ top ranked pseudo-relevant documents are considered as the set of relevant documents. The terms of query $Q$ serves as the exclusive evidence about the relevance model, that is $q_1, \ldots, q_k$ are certainly generated from $R$. Thus, the probability density function of RLM, or the probability of sampling a term $w$ from $R$, denoted by $P(w|R)$, is approximated by $P(w|Q)$, the conditional probability of observing $w$ along with query terms $q_1, \ldots, q_k$.

$$P(w|R) \approx P(w|Q) = \frac{P(w, Q)}{P(Q)} \sim P(w, Q) = P(w, q_1, \ldots, q_k) \quad (2.7)$$

Following Equation 2.7, estimating the probability density function $P(w|R)$ boils down to estimating the joint probability of observing $w$ together with query terms $q_1, \ldots, q_k$. The joint probability $P(w, Q)$ is then estimated using the following two ways, $i)$ **independent and identically distributed (IID) sampling**, and $ii)$ **Conditional sampling**.

**IID Sampling.** In IID sampling, the term $w$ is sampled conditionally, together with the query terms $q_1, \ldots, q_k$ from the same distribution, underlying a top ranked document. Therefore the probability estimation of $P(w|R)$ will follow Equation 2.8.

$$P(w|R) \approx P(w, Q) = \sum_{d \in D} P(w|d) \prod_{q \in Q} P(q|d) \quad (2.8)$$
Conditional Sampling. The term $w$ is sampled conditionally, together with $q_1, \ldots, q_k$ from independent document models, each corresponding to a document retrieved at top rank. Following this process of sampling, $P(w|R)$ is estimated as shown in Equation 2.9.

$$P(w|R) = P(w) \prod_{q \in Q} P(q|w) = P(w) \prod_{q \in Q} \sum_{d \in D} P(d|w)P(q|d)$$  

In Equation 2.8 and 2.9, $D$ is the set of top $M$ retrieved documents and, $Q = \{q_1, \ldots, q_k\}$ is the query. The two variants of RLM in Equations 2.8 and 2.9 are referred to as RM1 and RM2, respectively, in the literature [97].

The RLM, as proposed in [91], only considers the aspect of a term in the initial retrieved document list, without giving any special importance to the terms which are present in the query. Explicitly considering the role of query terms, in [86], Jaleel et al. linearly interpolated the relevance model with the query model (see Equation 2.10) and achieved significant improvement over the traditional relevance model.

$$P'(w|R) = (1 - \phi)P(w|R) + \phi P(w|Q)$$  

In Equation 2.10, the query model $P(w|Q)$ is computed using maximum likelihood estimation (MLE), and $P(w|R)$ can be computed using either Equation 2.8 (RM1) or Equation 2.9 (RM2); $\phi \in [0, 1]$ is the linear interpolation parameter, that controls the contribution from both the language models. These are known as RM3 and RM4, respectively. Since RM3 has been shown to empirically outperform RM4 (and hence also RM1 and RM2, i.e., the respective models without the query mixture components) [97], we use the RM3 version of RLM (see Equation (2.11) as baselines in our experiments, and simply refer to it as RLM (or RM3 interchangeably) throughout the rest of the thesis.

$$P'(w|R) = (1 - \phi)\left( \sum_{d \in D} P(w|d) \prod_{q \in Q} P(q|d) \right) + \phi P(w|Q)$$  

From the estimated probability distribution model $R$, top $N$ terms with the highest probability distribution weights $P'(w|R)$ are chosen to be the expansion terms (with $N$ being a parameter). The weight of the $N$ expansion terms are then sum normalized to one before performing the retrieval with query expansion. Thus it is crucial for relevance model estimation to assign high weights to terms which are exclusive to the relevant documents, and to avoid assigning significant weights to common terms. Therefore, any form of filtering of the documents (in our case, metadata exclusion) may lead to deviation in performance.

For performing the initial retrieval, and retrieval with the expanded query, any retrieval model can be used. Following the trend in literature ([91, 86, 97]), as RLM is a language model based QE method, in the experiments reported in this thesis, we perform both, baseline and expanded retrievals using the language model with the two different smoothing methods, namely Jelinek-Mercer (JM) and Dirichlet (Dir) smoothing.

### 2.4 Word embeddings

In this section, we will start by discussing the fundamental background of word embedding techniques primarily focussing on word2vec, one of the most popular embedding technique.
After discussing about the structure of the embedding model, the application of embeddings are discussed later in this chapter, focusing on Information Retrieval.

### 2.4.1 Word embeddings

Although the idea of using vector representation for terms has existed for some time [40], the interest on using word embedding has expanded in various areas of natural language processing in recent years following the introduction of the word2vec algorithm by Mikolov et al. [103]. Word embedding technique, such as word2vec [103] (or GloVe [116]) represents words as vectors in an abstract dimensional space. Given a large amount of unlabeled training data, word2vec learns a low dimensional vector representation of words such that the similarity between the word vectors can reflect the semantic similarity between the constituent terms. The resultant representation is also shown to replicate many linguistic regularities like conceptual combination and laws of analogy by simple addition and subtraction of word vectors. The following are some of the useful properties of word embeddings:

1. Word embedding enables approximation of the semantic similarity between two words by the cosine similarity between their corresponding vectors.

2. The effect of conceptual composition can be captured by simple addition of the embedded vectors, e.g., the resultant vector after addition of vec('Russia') and vec('river'), will be close to vec('Volga').

3. The embedded vectors are found to obey the laws of analogy. For example, it gives a vector which is close to the representation of vec('Rome') as a result of the operation vec('Paris') − vec('France') + vec('Italy').

4. The embedded vectors can be used as features for various supervised text processing tasks such as document classification, named entity recognition, and sentiment analysis. The underlying semantic information in these vectors make them a powerful features for these tasks.

In our work, we mainly exploit the first key feature, i.e. that of the semantic distances between the terms in order to derive the similarity function to rank a document.

There are two word2vec models to represent word embeddings, i) skip-gram model and ii) continuous bag-of-words (CBOW) model. Both of these models use a neural network with a single hidden layer. The skip-gram model predicts the context, given a word whereas the CBOW model predicts the word, given its context. A graphical view of both the models are presented in Figure 2.4).

The key algorithm by which the neural network in word2vec is trained is that of negative sampling. For each word, a positive evidence set $\mathcal{D}$ is defined consisting of the words in its context. Similarly, the words that are outside the context of the word forms a negative evidence set $\mathcal{D}'$. Given a pair of words $(w_t, w_c)$, the probability that the word $w_c$ is seen in the context of words of $w_t$ then represented as

$$\arg \max_{\theta} \prod_{(w_t, w_c) \in \mathcal{D}} P(D_{w_t, w_c} = 1|w_t, w_c) \prod_{(w_t, w_c) \in \mathcal{D}'} P(D_{w_t, w_c} = 0|w_t, w_c) \quad (2.12)$$
The objective function for training the RNN aims to maximize the probability of sampling $w_t$ from its context, i.e. $\mathcal{D}$, whereas minimizing the probability of sampling it from anywhere outside its context, i.e. $\mathcal{D}'$. In terms of vector representation of the words, the optimization function can be written as shown in Equation 2.13.

$$
\arg \max_\theta \sum_{(w_1,w_c) \in \mathcal{D}} \log \sigma(v_{wc} \cdot v_{w_1}) - \sum_{(w_1,w_c) \in \mathcal{D}'} \log \sigma(v_{wc} \cdot v_{w_1})
$$

Equation 2.13, $v(w)$ represents the embedded representation of the word $w$, and $\sigma$ is the sigmoid function ($\sigma(x) = \frac{1}{1+e^{-x}}$). The objective function shown in Equation 2.13 ensures that the inner product between the vectors for the word $w_t$ and its context $w_c$ is maximized, i.e. these vectors become more similar, whereas the vector for the word $w_t$ becomes more dissimilar with other vectors outside its context.

### 2.4.2 Word embeddings for IR

Word embeddings and neural network based techniques have gained a significant interest in the text processing community in recent times. Apart from the application in natural language processing (NLP) ([138, 53, 63, 87]), these techniques have proved their usefulness for many information retrieval tasks as well. The works in this directions are mainly focussed in overcoming the vocabulary mismatch problem in IR (see Section 2.3). One of the initial publications in this direction was published in 2009 where Salakhutdinov and Hinton [137] used a deep auto-encoder for semantic modeling to search related documents. In another earlier
work on application of embeddings for IR [39], Clinchant and Perronnin used the latent semantic indexing [50] (popularly known as LSI, is another embedding technique that captures semantics of words using singular value decomposition on a word count matrix) based embeddings to get Fisher Vectors (using [85]) which are finally compared using cosine similarly for document ranking.

For other tasks, e.g. in [157] Vulić and Moens combined embeddings with a context-predicting distributional semantic model (DSM) for cross-lingual information retrieval by representing query and document as sum of embeddings learned from a bilingual document collection. In another work on ranking [132], documents are modelled as mixture distribution of concepts using K-means clustering which is performed on the basis of the embeddings of the terms in the document. The documents are then scored on the basis of likelihood of a query to be generated from the document which is computed by the average inter-similarity of query terms to the centroids of clusters in the document. In a similar work [22], Boytsov et al. considered cosine similarity between the averaged word vectors of query with the document as a similarity function, in k-NN based retrieval. A neural translation model is proposed in [183] that integrates embeddings into the translation model based retrieval method proposed by [18].

The neural network based deep structured semantic model (DSSM) was proposed for the ad-hoc search task in [84] which was the pioneering model of a set of consequent works [105, 106, 166]. In embedding based query language models [169], Zamani and Croft proposed two query language models and an extended relevance model in which term weightings are computed using word embedding. In another work, Zamani and Croft [170] developed methods for query embedding based on the embedded vectors of individual vocabulary terms. They applied the proposed models for query expansion and query classification tasks. In [178], Zheng and Callan proposed construction of term features directly from word vectors and model the target term weight as a regression problem.

Utilizing the semantic similarity of terms in the abstract space, there are different techniques proposed for query expansion. For example, a heuristic model for per-term query expansion using embedded vectors is proposed in [3]. For the given query, terms semantically similar to query words are considered as the expansion terms and their weights are set in proportion to their frequency in the expanded query. In [136], some k-NN based QE approaches were proposed in which, the expansion term weights were set according to their semantic similarity to the query terms (to be elaborately discussed in Chapter 5). In a similar work, [126] recommended choosing expansion terms based on a global similarity threshold rather than by k-NN. An implicit query expansion method was proposed in [56] where they trained the embedding model on the topic-constrained, target corpora and claimed to achieved better performance than the global embedding based method. Application of word embeddings for personalised query expansion is explored in [7] as well where, a k-NN based approach in used for the task of social book search.

Among other tasks, IR researchers have applied word embeddings for different tasks, such as search result diversification [109, 162], query suggestion [150], query auto completion [26], proactive search [96], query auto-completion [26], query classification [170], question an-
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<table>
<thead>
<tr>
<th>Collection Name</th>
<th>Documents</th>
<th># documents</th>
<th># topics</th>
<th># rel-docs</th>
</tr>
</thead>
<tbody>
<tr>
<td>TREC123</td>
<td>Tipster disks 1, 2</td>
<td>741,856</td>
<td>150 (51-200)</td>
<td>37836</td>
</tr>
<tr>
<td>TREC678</td>
<td>Tipster disks 4, 5</td>
<td>528,155</td>
<td>150 (301-450)</td>
<td>13692</td>
</tr>
<tr>
<td>Robust</td>
<td>Tipster disks 4, 5</td>
<td>528,155</td>
<td>100 (601-700)</td>
<td>3720</td>
</tr>
<tr>
<td>TREC910</td>
<td>WT10G</td>
<td>1,692,096</td>
<td>100 (451-550)</td>
<td>5980</td>
</tr>
<tr>
<td>GOV2</td>
<td>GOV2</td>
<td>25,205,179</td>
<td>150 (701-850)</td>
<td>26917</td>
</tr>
<tr>
<td>ClueWeb09B</td>
<td>ClueWeb09 Disk1 - English</td>
<td>50,220,423</td>
<td>200 (1-200)</td>
<td>11037</td>
</tr>
<tr>
<td>ClueWeb09B-S70</td>
<td>ClueWeb09 Disk1 - English</td>
<td>29,038,220</td>
<td>200 (1-200)</td>
<td>6847</td>
</tr>
</tbody>
</table>

Table 2.1: Overview of datasets used in experiments reported in this thesis.

swering [165], expert retrieval [155], product search [154], similar item finding [179], sponsored search [176, 12], content-based recommendation [100] etc. A comprehensive survey of applications of word embeddings in information retrieval can be found in [110].

2.5 Evaluation methodology

2.5.1 Datasets

The proposed retrieval methods are designed for efficient document retrievals. Hence, to empirically validate the effectiveness of the proposed methods, experimented are done on datasets provided by TREC\(^2\). Specifically, the ad-hoc data collections comprising of news documents and web documents are considered. For the benchmark TREC collections, the title fields are used for retrieval.

As part of the news collections, the early TREC ad-hoc datasets are used. Specifically, the Tipster disks 1, 2 (used in TREC 1, 2 and 3 ad-hoc track), and Tipster disks 4, 5 excluding Congressional Record (used in TREC 6, 7, 8 ad-hoc track, and TREC 2003, 2004 robust track). Other than the news corpora, web collections namely WT10G, GOV2 and ClueWeb09-B are used for experimentation. WT10G is a well crafted Web collection containing about 1.5 million Web documents [14]. It was used for the TREC 9 and 10 Web Track tasks [43, 42]. GOV2 is a collection of 25 million webpages from the .gov domain. It was used in the TREC Terabyte Track [36, 37, 24]. ClueWeb09 - category B, containing about 50 million Web documents in English, was used for the Web Track at TREC from 2009 to 2012 [32, 35, 33, 34]. As expected in a sizeable sample of pages crawled from the Web, this collection contains a non-trivial proportion of spam documents. A spam filter for this collection was presented in [41]\(^3\). An

\(^2\)https://trec.nist.gov
\(^3\)https://plg.uwaterloo.ca/~gvormac/clueweb09spam/
overview of these datasets is provided in Table 2.1. The official trec_eval tool\footnote{https://trec.nist.gov/trec_eval/} has been used for evaluating the performance.

### 2.5.2 Evaluation metrics

In this section, we discuss about the metrics that are used to evaluate the performance of the baseline, as well as the proposed methods.

Let us consider a set of queries \( Q \) corresponding to a set of information needs. For every query \( Q \in Q \), let \( \text{Rel}_Q \) be the total number of relevant documents of \( Q \) present in the collection. Now, a retrieval function \( F \) retrieves a set of \( n \) documents as a ranked list \( L = \{d_1, d_2, \ldots, d_n\} \) ordered by their retrieval scores, i.e. \( \text{score}(d_i, Q) \geq \text{score}(d_j, Q) \) for all \( i < j \).

#### Mean Average Precision

Mean Average Precision (MAP) yields a single-figure measure considering retrieval quality across recall levels. Among the other metrics, MAP has been shown to possess satisfactory discriminative property with notable stability\footnote{[99]} . Given a single information need, average precision indicates the average of the precision values after each relevant document is retrieved in the top \( K \) retrieved documents. For a set of information needs, the mean precision values are again averaged to produce mean average precision (MAP) for the set of information needs.

The rank of each document is then defined to be the position at which they are retrieved, i.e. \( \text{Rank}(d_i) = i, i = 1, \ldots, n \). If \( \text{RelRet}_Q = \{d_1, d_2, \ldots, d_m\} \) denotes the \( m \) relevant documents \((n \geq m)\) retrieved among the documents of \( \text{Ret}_Q (\text{Ret}_Q \subseteq \text{RelRet}_Q) \), then the average precision (AP) for query \( Q \) is given by:

\[
\text{AP}(Q) = \frac{1}{|\text{Rel}_Q|} \sum_{d_m \in \text{RelRet}_Q} \frac{m}{\text{Rank}(d_m)} \quad (2.14)
\]

The mean average precision of \( Q \) is then defined as:

\[
\text{MAP}(Q) = \frac{1}{|Q|} \sum_{Q \in Q} \text{AP}(Q) \quad (2.15)
\]

In mean average precision, the metric is calculated on the top \( n \) retrieved documents, where the value of \( n \) is generally set to 1000.

#### Precision at rank \( k \) (\( P@k \))

The precision at depth \( k \) is calculated by:

\[
P@k = \frac{\text{Relevant}(L_k)}{k} \quad (2.16)
\]

In Equation 2.16, \( \text{Relevant}(L_k) \) denotes the number of relevant documents in the rank list \( L \) up to the rank \( k \). Similar to MAP, for a given topic set \( Q \), \( P@k \) is computed by averaging \( P@k \) for all the queries. In this thesis, we set \( k = 5 \) to evaluate the rank at depth 5.
2.5. Evaluation methodology

**Recall at rank $k$**

The Recall at depth $k$ for query $Q$ is given by:

$$Recall@k = \frac{Relevant(L_k)}{Rel_Q}$$  \hspace{1cm} (2.17)

For the entire topic set $Q$, the recall at rank $k$ is calculated by averaging the values over all the queries. In the results presented in this thesis, we set the value of $k$ to 1000.

**Significance Testing**

To infer whether one method is statistically significantly better than another, we use paired $t$-tests at 95% confidence level ($p < 0.05$), on the basis of the per query average precision values.
Chapter 3

Document preprocessing

3.1 Introduction

Reproducibility of empirical results is a fundamental requirement of disciplines such as Information Retrieval (IR) in which experimentation plays a major role. Experimentation in systems-oriented IR research typically involves two major aspects: an IR system, and one or more test collections. Reproducibility is partly ensured by the widespread use of standardized test collections, experimental protocols and evaluation measures, such as those provided by TREC\(^2\), NTCIR\(^3\), CLEF\(^4\), INEX\(^5\), and FIRE\(^6\). However, apart from test collections, experimentation also generally involves a retrieval system. Because most retrieval engines are relatively complex, multi-component, highly configurable systems, precisely reproducing a set of experimental results can be challenging in the absence of a detailed description of the retrieval engine used, and its settings. Such a description should preferably cover at least the following components of the IR system.

1. Document tokenization / parsing method used:\(^7\) which parts of a document are tokenized, what characters are regarded as token delimiters, the nature of the tokens themselves (e.g., words, n-grams), which tokens are discarded, if any (e.g., strings consisting of numerals only), etc.

2. Stopword list used, if any.

3. Stemming algorithm used, if any.

4. Additional indexing units (e.g., phrases and named entities) identified, if any, and details of the identification method used.

5. Details of retrieval model used (e.g., language modeling, smoothing method used, values of parameters, etc.).

\(^2\)http://trec.nist.gov/
\(^3\)research.nii.ac.jp/ntcir/
\(^4\)www.clef-initiative.eu
\(^5\)http://inex.mmci.uni-saarland.de/about.html
\(^6\)fire.irsii.res.in/
\(^7\)For simplicity, we refer to this step as parsing henceforth.

*Some material from [135] has been reused in this chapter.
6. Information about other techniques (e.g., reranking, query expansion) that are used on top of a basic, keyword-matching approach to ranked retrieval.

In practice, however, many of the above details are often missing from the system descriptions provided in scholarly articles [93, 54]. In most cases, authors mention only the retrieval model and the engine that was used (particularly when it is an open-source engine such as Indri, Lucene or Terrier) along with some additional information, such as the stopword list used, and the stemming method employed. This has become a standard practice, since the proposed method and/or research findings are the primary focus in published papers, and the publication system does not, as yet, provide a convenient method for recording the mundane details required to reproduce experimental results. These missing details lead to potential reproducibility issues, since the various components of an IR system may, in general, have a significant effect on the overall performance of the system [93, 54, 59].

In this study, we focus in particular on the parsing step (Item 1 above). More specifically, we are interested in the choices made regarding which parts of documents to index, and the impact of these choices on retrieval effectiveness.

A sampling of recent publications ([15, 8, 48, 51], for example) in leading IR venues shows that papers rarely include complete information about document indexing. Other papers [171, 170, 49] mention whether stopwords were removed and whether words were stemmed, but omit details regarding which parts of documents were indexed.

For document collections consisting primarily of relatively clean, textual content (e.g., news-wire collections such as WSJ, AP and SJMN included in Tipster Disks 1–3), the choice is reasonably clear: the entire document should probably be indexed. In contrast, documents in web corpora (e.g. WT10G and ClueWeb) generally contain, in addition to actual information, a significant amount of markup and meta-content (HTML tags along with their options, style specifications, Javascript fragments, etc.), that are used by a browser to visually render the document, but which are unrelated to the information contained in the document. These portions of the document — informally referred to as noise in the thesis — should probably be discarded during parsing.

Our goal in this study is to confirm the above hypothesis, and thereby to arrive at definitive guidelines with regard to document parsing. We seek to do this by quantifying the impact of noise removal and content selection on system performance, both for baseline retrieval methods, as well as methods involving query expansion. To summarise, the questions that we intend to address are the following.

**Question 1.** Should documents (particularly documents in Web collections) be cleaned prior to indexing? How much difference does noise-removal make? Does the answer depend on the retrieval model applied?

**Question 2.** What is the effect of noise removal on query expansion (QE) techniques?

Our experiments show that removing noise during document parsing can indeed significantly affect retrieval effectiveness, but this effect varies across retrieval models as well as test collections.\(^8\)

---

8Early TREC proceedings included System Summaries or System Descriptions in an attempt to record some of the above information; however, this practice also seems to have petered out.
3.2. Related work

In particular, for reasons discussed in Section 3.6, noise removal adversely affects the effectiveness of at least one retrieval model for some collections.

Thus, there does not appear to be a single, obvious answer to the question of whether noise removal is desirable; researchers might reasonably make different choices in different situations with regard to noise removal. For example, even though our findings suggest noise removal is, on the whole, to be preferred, [149] provides code that indexes all content inside the container tag (\texttt{<DOC> ... </DOC>}) for each document.

Given the above variations in praxis, and in the absence of definite information about choices made with regard to noise removal, one might have to resort to guesswork in order to reproduce a given set of experimental results. Secondly, an improper choice of parsing method can lead to poor results / weak baselines, which may in turn lead to incorrect conclusions about the benefits of using various retrieval techniques [9] (like query expansion, for example).

The rest of this chapter is organized as follows. In the next section, we discuss previous work in order to provide a context for this study. In Section 3.3, we describe the method that we used to detect noise in documents. Section 3.5 describes our experimental setup and the test collections used. Section 3.6 compares and discusses the performance obtained for different retrieval models with and without noise removal. Section 3.7 concludes the chapter with directions for future work.

3.2 Related work

In this section, we look at earlier work that deals with parsing of documents in general, and of web pages in particular, from an indexing perspective.

3.2.1 Parsing of documents and Web pages

The test collections used for the ad hoc task during the early years of TREC consisted of documents that were marked up using SGML. Some participating teams (e.g., Cornell University) constructed a list of the various tags present in documents, and prepared a hand-crafted set of rules regarding which tags signify indexable content, and which tags enclose content that should be discarded. Simple safeguards were put in place to handle syntactic errors (e.g., missing closing tags).

To the best of our knowledge, no such list is available for the Web collections (e.g. WT10G and ClueWeb). Therefore, researchers need to decide for themselves which portions of Web documents are to be indexed, and which portions are to be discarded. The community must have faced this issue during the early years of the TREC Web Track [76, 43, 42, 32, 35], but the research focus was primarily on link analysis and differential weighting for different parts of Web pages, rather than on parsing, per se [89, 76, 43, 42].

Of course, parsing of Web pages and extraction of useful content, particularly in the presence of navigational and advertisement blocks, and syntactic errors, is a challenging task that has been extensively studied [121, 25, 69, 159, 152].
Web documents are also vulnerable to the problem of *spamdexing* or _keyword stuffing:_ keywords added to a document for search engine optimization (SEO) may, in fact, be unrelated to its actual content. A great deal of work has been done on IR in the presence of adversarial information providers, and on detecting spam pages [30, 70, 31, 108, 41, 151]. Some work has also been done on studying the effect of spam (or “content manipulation”) on classical retrieval models [122], and using content-based techniques to address this problem [98, 125]. Detecting and eliminating spam is beyond the scope of our investigation, however; we are simply interested in studying how baselines may be affected if noise in Web pages (non-content-related portions that are quite possibly legitimate) is removed prior to document indexing.

In the next section, we present the details of how we removed noise, following which, empirical results are presented showing that there is a relationship between noise removal and the performance of a retrieval engine.

### 3.3 Indexing Web documents

While processing documents from Web collections, we have broadly two options: either to index whole documents, or to discard portions that correspond to markup and meta-content prior to indexing. Recall from Section 1 that our hypothesis is that the second option should be the preferred alternative.

---

9https://en.wikipedia.org/wiki/Spamdexing
### 3.3. Indexing Web documents

As an example supporting this hypothesis, consider Figure 3.1 which shows document WTX103-B39-174 from the WT10G web collection [76]. This is a judged non-relevant document\(^\text{10}\) for topic 503 (Vikings in Scotland)\(^\text{7}\) from the TREC 10 Web Track [77]. The actual (visible) content of the corresponding Web page is marked by a rectangle and constitutes only a small fraction of the overall document. The “keywords” section does contain terms related to the visible content (e.g., Opto Couplers, Opto Switches, Photonics), but because this section is often a target for keyword stuffing / spamdexing [151], it is questionable whether it should

---

\(^{10}\)This means that the document was retrieved at a relatively high rank by at least one system participating in the TREC 10 Web Track, justifying its inclusion in the pool.
be indexed in the same way as the visible content of the document. The remaining words in the document (mostly HTML tags) are clearly unrelated to the document content, and are therefore unsuitable as indexing terms. Thus, it makes sense for the document preprocessor to remove this noise prior to indexing the document.

Note that, in some years, assessors viewed pages as they would be rendered in a browser (i.e., including frames, images, and other embedded content), rather than the plain source HTML view. This is an obvious challenge to indexing, but can explain the noted divergence between the textual content and the assessor’s judgement. However, this is a relatively minor issue over the whole collection as this affects a minority of pages.

To quantify the impact of noise cleaning on system performance, we created two different indexes for each collection. For the full index, the original documents (including all markup and meta-content) were indexed; for the clean index, documents were run through a preprocessor that removes noise prior to indexing. In the rest of this section, we present the details of how these two document indexes were created.

### 3.3.1 Full index

For the full index (also called the noisy index in this thesis), whole documents were indexed as-is using Lucene 5.3.1. Other than a pre-defined set of stopwords, no words were discarded. We followed the basic guidelines provided in [149]\(^\text{11}\), with only one minor change. Unlike [149], we removed the additional document markup fields added by the collection creators (e.g., `<DOC>`, `<DOCHDR>`, `<DOCNUM>`) for the WT10G and GOV2 collections, and the WARC information for the ClueWeb09 collection). These tags were not part of the original web pages.\(^\text{12}\) Porter’s stemmer is used to stem the words before indexing.

### 3.3.2 Clean index

To generate the clean index, we ran documents through a preprocessor that removed the following specific types of “noise” prior to indexing.

1. **HTML tags along with their attributes:** HTML tags are generally not included in stopword lists. Thus, if they are not removed by the preprocessor, the tags in a document will be indexed as a part of the document’s content. Since HTML tags are unlikely to occur in a user query, they might not participate in a query-document match, but they do indirectly influence document ranking by increasing a document’s length.

   Further, if a method such as the Relevance Model [91]) is used for query expansion, these tags may constitute a significant part of the expanded query (as we will see in Section 3.5) due to the high probability of their co-occurring with query terms in the pseudo-relevant documents.

\(^{11}\)This has also been a suggested choice in a number of workshops [13, 160].

\(^{12}\)Our preliminary experiments (results not reported in this thesis) show that such a seemingly unimportant decision (about whether the preamble is indexed or eliminated during preprocessing) can also have a significant impact on performance, particularly for LM-JM based initial retrieval, as well as for LM-JM based RM3. For the full index used in our experiments, we chose to remove the preamble tags, as they are not part of the original document.
2. **URLs and email addresses:** Even though URLs and email addresses typically occur as attributes of tags (e.g., they occur in the `HREF` attribute of `<A>` tags, or the `SRC` attribute of `<FRAME>` tags), and are therefore included in the first type of noise mentioned above, we consider them separately because the URLs in a document may yield terms that match query terms. However, these terms may or may not be related to the actual content of the document. For example, a URL in the document in Figure 3.1 contains the term *optoelectronics*, which is related to the visible content of the page. In the document shown in Figure 3.2, however, an unrelated term *index* occurs in URLs. Thus, matches between query terms and terms extracted from URLs may have either a positive or a negative impact on retrieval effectiveness. In any case, the text of the URLs is usually not explicitly displayed by Web browsers, so the URL strings do not necessarily convey any relevant information to the end user.

In order to identify and remove the above kinds of noise from documents, we used *jsoup*[^13], an HTML parser for Java. According to the *jsoup* home page, it is “designed to deal with all varieties of HTML found in the wild; from pristine and validating, to invalid tag-soup; *jsoup* will create a sensible parse tree.” Since several types of syntactic errors — non-standard tags, unbalanced tags, incorrect encoding of HTML files — occur frequently in Web pages (Section 3.2.1), this feature is important. Further, *jsoup* provides a number of options to extract parts of HTML documents like URLs, email addresses, visible text, etc. As discussed above, all contents of an HTML page other than the visible text may be considered as noise. We therefore used *jsoup* to explicitly remove all such noise, and to extract only the visible textual content from web pages in order to construct the clean index.

Table 3.1 presents some statistics related to the full and clean indexes for standard Web collections. The ‘Markup-to-Length Ratio’ column is of particular interest. This column shows how much of the original collection is eliminated via noise removal. To generate the figures for this column, we looked at the total number of tokens (after stopword removal and stemming) in the clean and the full index across all the documents in a given collection. Table 3.1 clearly shows that tags, their attributes, scripts and similar noise account for a large proportion of all these Web collections. For ClueWeb09B, a massive 84.28% of all the terms in the collection are eliminated via the cleaning process. As expected, the number of distinct terms is also substantially smaller in the clean index than in the full index for all collections. While the impact of this cleaning on retrieval effectiveness will be studied in detail in Section 3.6, these numbers show that noise removal is a good idea simply from the perspective of computational resources required to process a collection.

### 3.4 Approaches investigated

To experimentally validate our claim, that there is a substantial possibility of performance variation due to inclusion and exclusion of metadata in index, we experimented with various retrieval models. Specifically, we selected language model based retrieval methods (with

[^13]: https://jsoup.org/
Table 3.1: Statistics relating to the full and clean indexes for various Web collections.

<table>
<thead>
<tr>
<th>TREC collection</th>
<th>No. of docs</th>
<th>Markup-to-Length Ratio</th>
<th>No. of Distinct Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT10G</td>
<td>1,692,096</td>
<td>43.67%</td>
<td>10,055,958 7,282,492</td>
</tr>
<tr>
<td>GOV2</td>
<td>25,205,179</td>
<td>68.09%</td>
<td>85,590,568 59,513,645</td>
</tr>
<tr>
<td>ClueWeb09B-Spam 70</td>
<td>29,038,220</td>
<td>81.33%</td>
<td>151,574,283 43,487,205</td>
</tr>
<tr>
<td>ClueWeb09B</td>
<td>50,220,423</td>
<td>84.28%</td>
<td>418,246,153 118,442,851</td>
</tr>
</tbody>
</table>

two different smoothing technique, namely Jelinek-Mercer smoothing, and Dirichlet smoothing [174, 175, 173], probabilistic methods BM25 [127, 128], and information theoretic methods named Divergence from Randomness [6] retrieval models. Finally, we also studied the impact of noise removal on query expansion based on the relevance based language model [91, 86]. All the methods are previously discussed in Chapter 2.2 and 2.3.

For performing the initial retrieval, and retrieval with the expanded query, any retrieval model can be used. Following the trend in literature ([91, 86, 97]), as RLM is a language model based QE method, we perform both, baseline and expanded retrievals using the language model with the two different smoothing methods, JM and Dir.

In the following section, we describe the basic experimental setup that we followed for these experiments. Also, the dataset for the evaluation as well as, the evaluation metrics used are outlined. Later, in Section 3.6, the empirical evaluation of the different methods used for indexing is presented.

3.5 Experimental setup

We used Lucene 5.3.1 for our experiments. The document preprocessor described in Section 3.3 was incorporated into the Lucene indexing pipeline. We also implemented RM3 [86], the relevance model based query expansion method, within Lucene. For both the clean and the full index, common terms were eliminated using the SMART stopword list [140]; the remaining words were stemmed using Porter's stemmer. For retrieval, Lucene's native implementations of the baseline methods (Section 3.4) were used. Only the title field of queries was considered. Retrieval effectiveness was measured and compared using mean average precision (MAP) and precision upto rank 5 (P@5), but other evaluation metrics (e.g., NDCG and recall) exhibit similar variations. All the significance tests are performed using paired t-test at 95% confidence level ($p < 0.05$).

3.5.1 Dataset overview

Since noise is mostly a concern for Web corpora, we used TREC Web datasets — specifically WT10G, GOV2 and ClueWeb09B — for our experiments. WT10G is a well crafted Web collection containing about 1.5 million Web documents [14]. It was used for the TREC 9 and 10 Web Track tasks [43, 42]. GOV2 is a collection of 25 million webpages from the .gov domain. It was used in the TREC Terabyte Track [36, 37, 24]. ClueWeb09 - category B, containing about 50 million Web documents in English, was used for the Web Track at TREC from 2009.
### 3.5. Experimental setup

<table>
<thead>
<tr>
<th>TREC collection</th>
<th>Topic Set (Title only)</th>
<th>RunID</th>
<th>Number of topics</th>
<th>Average topic length (in words)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT10G</td>
<td>TREC 9-10 Web Track Topics 451-550</td>
<td>WT10G</td>
<td>100</td>
<td>4.18</td>
</tr>
<tr>
<td>GOV2</td>
<td>TREC 2004-2006 Terabyte Track Topics 701-850</td>
<td>GOV2</td>
<td>150</td>
<td>3.08</td>
</tr>
<tr>
<td>ClueWeb09B - Spam70</td>
<td>TREC 2009-2012 Web Track Topics 1-200</td>
<td>CW09B-S70</td>
<td>200</td>
<td>2.48</td>
</tr>
<tr>
<td>ClueWeb09B</td>
<td>TREC 2009-2012 Web Track Topics 1-200</td>
<td>CW09B</td>
<td>200</td>
<td>2.48</td>
</tr>
</tbody>
</table>

Table 3.2: Overview of web collections used in our experiments.

...to 2012 [32, 35, 33, 34]. As expected in a sizeable sample of pages crawled from the Web, this collection contains a non-trivial proportion of spam documents. A spam filter for this collection was presented in [41]\(^\text{14}\). For our experiments with baseline retrieval methods, we used both the original collection, and a spam-filtered version. The filtered version was created by eliminating all documents with a spam score of less than 70% (as suggested in [https://plg.uwaterloo.ca/~gvcormac/clueweb09spam/](https://plg.uwaterloo.ca/~gvcormac/clueweb09spam/) and used in [163, 178, 111, 52]). However, we noticed that a number of judged relevant documents were eliminated by this process. Further, the results on both the filtered collection and the full collection follow a similar pattern by and large. Therefore, for the experiments on Relevance Feedback (presented in Sections 3.6.2), we report only the results for the entire ClueWeb09 - Category B collection without any spam-filtering. An overview of these datasets is provided in Table 3.2.

#### 3.5.2 Parameter settings

The retrieval models used in this study have a number of associated parameters. As discussed in Sections 2.2.1 and 2.2.2, the language modeling based methods (LM-JM and LM-Dir) have one parameter each (\(\lambda\) and \(\mu\) respectively), while BM25 has two parameters (\(k_1\) and \(b\)). The DFR model is made up of three components, namely, basic-model, information-gain normalization, and length normalization ([6, 4] contains a detailed discussion about these components). All parameters of these baseline models were tuned separately for each topic set listed in Table 3.2 using 5-fold cross validation. Further, all the parameters were separately tuned for the clean and full indexes. The linear smoothing parameter \(\lambda\) of LM-JM was varied from 0.1 to 0.9 in steps of 0.1; the Dirichlet parameter \(\mu\) was varied over the range \{100, 200, 500, 1000, 2000, 2500, 3000, 5000\}. The BM25 parameters (\(k_1\) and \(b\)) were varied over \([0.1, 2.0]\) and \([0.0, 1.0]\) respectively, in steps of 0.1. For DFR, all possible combinations of the three different components were explored. The range of parameters tried for each baseline retrieval model is presented in Table 3.3.

For experiments involving query expansion (Section 2.3), the RM3 parameters were also selected using 5-fold cross validation. These parameters were tuned separately for the two document smoothing methods (LM-JM and LM-Dir), since these two methods are known to...

---

\(^{14}\)https://plg.uwaterloo.ca/~gvcormac/clueweb09spam/
behave differently for queries of different lengths [174]. We varied the number of expansion terms in the range from 50 to 90, and from 30 to 70 separately for LM-JM and LM-Dir respectively. We fixed the number of feedback documents at 10. The query mixing parameter (α of Equation 2.11) was varied in the range \( f_0 : 3 \) to \( f_7 : 7 \) in steps of 0.1 for all the QE experiments.

The baseline retrieval results show that the performance of LM-JM drastically deteriorates for \( \lambda \) values less than 0.7. Similarly, increasing \( \mu \) beyond 2000 resulted in gradual degradation of MAP for LM-Dir. Therefore, to keep the overall number of parameter combinations to be tried for RM3 to a tractable number, we limited the range for \( \lambda \) and \( \mu \) to \( \{0.7, 0.8, 0.9\} \) and \( \{1000, 1500, 2000\} \) respectively. For a particular retrieval model (LM-JM or LM-Dir), the smoothing parameter selected for baseline retrieval was also used when performing retrieval with the expanded query. Table 3.4 shows the range of parameter values that were tried during cross validation for RM3.

### 3.6 Results and discussion

We first present the results obtained using the full and clean indexes for various baseline retrieval approaches. Next, in Section 3.6.2, we look at the effect of noise cleaning on RM3-based query expansion.

#### 3.6.1 Baseline retrieval

Table 3.5 presents the performance of four different retrieval strategies, in terms of mean average precision (MAP) when the full and clean indexes are used. Our observations are summarized below.
3.6. Results and discussion

### Table 3.5: Comparison of Mean Average Precision (MAP) for different retrieval models and indexing schemes on different topic sets. % changes in bold denote changes that are statistically significant (based on a paired t-test at the 5% level).

<table>
<thead>
<tr>
<th>Collection</th>
<th>Content Used</th>
<th>LM-JM</th>
<th>LM-Dir</th>
<th>BM25</th>
<th>DFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT10G</td>
<td>Full</td>
<td>0.1730</td>
<td>0.2115</td>
<td>0.2085</td>
<td>0.1888</td>
</tr>
<tr>
<td></td>
<td>Clean</td>
<td>0.1500</td>
<td>0.2179</td>
<td>0.2098</td>
<td>0.2036</td>
</tr>
<tr>
<td></td>
<td>% change</td>
<td>-13.29</td>
<td>+3.03</td>
<td>+0.62</td>
<td>+8.30</td>
</tr>
<tr>
<td>GOV2</td>
<td>Full</td>
<td>0.2298</td>
<td>0.2705</td>
<td>0.2797</td>
<td>0.2755</td>
</tr>
<tr>
<td></td>
<td>Clean</td>
<td>0.2181</td>
<td>0.2953</td>
<td>0.2996</td>
<td>0.2897</td>
</tr>
<tr>
<td></td>
<td>% change</td>
<td>-5.09</td>
<td>+9.17</td>
<td>+7.11</td>
<td>+5.15</td>
</tr>
<tr>
<td>CW09B-S70</td>
<td>Full</td>
<td>0.0907</td>
<td>0.1184</td>
<td>0.1269</td>
<td>0.1377</td>
</tr>
<tr>
<td></td>
<td>Clean</td>
<td>0.0904</td>
<td>0.1558</td>
<td>0.1574</td>
<td>0.1646</td>
</tr>
<tr>
<td></td>
<td>% change</td>
<td>-0.33</td>
<td>+31.59</td>
<td>+24.03</td>
<td>+19.54</td>
</tr>
<tr>
<td>CW09B</td>
<td>Full</td>
<td>0.1055</td>
<td>0.1266</td>
<td>0.1476</td>
<td>0.1560</td>
</tr>
<tr>
<td></td>
<td>Clean</td>
<td>0.1122</td>
<td>0.1738</td>
<td>0.1941</td>
<td>0.1962</td>
</tr>
<tr>
<td></td>
<td>% change</td>
<td>+6.35</td>
<td>+37.28</td>
<td>+31.50</td>
<td>+25.77</td>
</tr>
</tbody>
</table>

On all collections except ClueWeb09B, noise removal has a (sometimes strong) detrimental effect on LM-JM. This was, prima facie, an unexpected result, but one that is explained below. Noise removal has no effect if spam is filtered out from the ClueWeb09B collection. Cleaning improves the performance of LM-JM only for the full ClueWeb09B collection, but the margin of improvement is much lower than what is observed for the other retrieval models.

For LM-Dir and BM25, noise removal generally does not seem to have much impact when the test collection is relatively small and noise-free. Specifically, for the WT10G topic set, cleaning has minimal effect on the performance of LM-Dir and BM25. As the collections grow in size and become progressively noisier, cleaning has a more pronounced positive effect. For ClueWeb09B, cleaning improves MAP by as much as 30% or more.

The effect of cleaning on DFR is significant for all the topic sets. As expected, the maxi-
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<table>
<thead>
<tr>
<th>Collection</th>
<th>Content Used</th>
<th>LM-JM</th>
<th>LM-Dir</th>
<th>BM25</th>
<th>DFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT10G</td>
<td>Full</td>
<td>0.3125</td>
<td>0.3502</td>
<td>0.3605</td>
<td>0.3551</td>
</tr>
<tr>
<td></td>
<td>Clean</td>
<td>0.2467</td>
<td>0.3527</td>
<td>0.3622</td>
<td>0.3789</td>
</tr>
<tr>
<td></td>
<td>% change</td>
<td>-0.211</td>
<td>+0.007</td>
<td>+0.005</td>
<td>+0.067</td>
</tr>
<tr>
<td>GOV2</td>
<td>Full</td>
<td>0.4634</td>
<td>0.5641</td>
<td>0.6069</td>
<td>0.6014</td>
</tr>
<tr>
<td></td>
<td>Clean</td>
<td>0.3559</td>
<td>0.5766</td>
<td>0.5834</td>
<td>0.5945</td>
</tr>
<tr>
<td></td>
<td>% change</td>
<td>-0.232</td>
<td>+0.022</td>
<td>-0.039</td>
<td>-0.011</td>
</tr>
<tr>
<td>CW09B-S70</td>
<td>Full</td>
<td>0.2021</td>
<td>0.2708</td>
<td>0.2882</td>
<td>0.3251</td>
</tr>
<tr>
<td></td>
<td>Clean</td>
<td>0.2072</td>
<td>0.3374</td>
<td>0.3415</td>
<td>0.3815</td>
</tr>
<tr>
<td></td>
<td>% change</td>
<td>+0.025</td>
<td>+0.246</td>
<td>+0.185</td>
<td>+0.173</td>
</tr>
<tr>
<td>CW09B</td>
<td>Full</td>
<td>0.1682</td>
<td>0.1846</td>
<td>0.2256</td>
<td>0.2246</td>
</tr>
<tr>
<td></td>
<td>Clean</td>
<td>0.2000</td>
<td>0.2626</td>
<td>0.2667</td>
<td>0.2738</td>
</tr>
<tr>
<td></td>
<td>% change</td>
<td>+0.189</td>
<td>+0.423</td>
<td>+0.182</td>
<td>+0.219</td>
</tr>
</tbody>
</table>

Table 3.6: Comparison Precision upto rank 5 (P@5) for different retrieval models and indexing schemes on different topic sets.

- Combining the information in Table 3.5 with the third column of Table 3.1, we note that all four retrieval models exhibit a common trend: cleaning plays an increasingly useful role as collections become noisier. This trend is shown graphically in Figure 3.3.

- Spam filtering removes the most noisy documents, thereby taking care of some of the effects of noise cleaning. Cleaning thus produces somewhat smaller improvements for LM-Dir, BM25 and DFR on CW09B-S70 compared to the unfiltered ClueWeb09B collection. Nevertheless, the improvements are substantial in absolute terms (around 20% or more) and statistically significant.

- In case of language model based retrieval methods, Dirichlet smoothing consistently outperforms Jelinek-Mercer smoothing. This observation is consistent with the findings of [174, 175].

- When performance across all collections is taken into account, BM25 seems to be the most consistently effective retrieval model.

To evaluate the performance variation in terms early precision, we have reported P@5 in Table 3.6. From the table, a similar observation is noticed. That is, noise removal is seen to adversely affect the performance of LM-JM, except for ClueWeb collections. For LM-Dir, the performance is always seen to be improving with the removal of noises for all collections. In fact, the relative improvements are also noticed to be proportional to the difference in size. For both the ClueWeb09B variants that we used for evaluation, are seen to be fortuitous to cleaning of the collection. Except for GOV2, the performance of BM25 and DFR are also seen to surpass when the so-called noises are removed before retrieval.

We now turn to the apparently counter-intuitive behaviour of LM-JM. For the WT10G collection (with topic sets TREC 9,10), using the noisy, full index consistently produces significantly better results if JM smoothing is used (for the GOV2 collection, the noisy index also
yields better results, but the improvements are not statistically significant). This is best explained by considering the difference between JM and Dirichlet. Dirichlet smoothing (Equation 2.4) is document-length dependent: maximum likelihood estimates (MLEs) are less reliable for short documents, and are more heavily smoothed; conversely, MLEs from longer documents are more reliable, and are smoothed to a smaller extent. In contrast, JM smoothing is document length independent.

Consider a single-term query \( Q = \{q\} \) and two documents \( d_1 \) and \( d_2 \). Suppose that \( d_1 \) is very short (too short to be relevant), but contains a chance occurrence of the query term \( q \); also suppose that \( d_2 \) is a longer, useful document that contains more occurrences of \( q \), but also many more additional terms. The Maximum Likelihood Estimate (MLE) of \( p(q|d) \) would typically be much higher for \( d_1 \) than for \( d_2 \). When JM smoothing is used (Equation 2.3), \( d_1 \) would get a much higher score compared to \( d_2 \). Thus, JM has a bias in retrieval towards short documents. It is well-known (from studies by [147, 146], for example) that retrieval functions (such as JM) that are biased in favour of short documents perform relatively poorly. This explanation is also consistent with earlier analyses explaining the advantage of Dirichlet over JM [148, 95].

This explanation can be extended to account for why JM performs better over a full index. Consider TREC topic 503 (Vikings in Scotland?), and two documents \( d = \text{WTX103-B39-174} \) (shown in Figure 3.1) and \( d' = \text{WTX075-B17-106} \) (shown in Figure 3.2). \( d \) is short, uninformative and non-relevant, while \( d' \) contains less metadata, and is relevant. When markup / meta-content is removed, short documents like \( d \) become very short (with possibly as few as 3-5 words). If such an extremely short document contains even a single occurrence of one query term \( q \), \( P_{\text{MLE}}(q|d) \), the maximum likelihood estimate of the probability of \( q \) being generated by the document model \( d \), becomes unnaturally high. For our example, \( P_{\text{MLE}}(\text{scotland}|d) = 0.25 \). In contrast, \( P_{\text{MLE}}(\text{scotland}|d') \) has a far more modest value of 0.026, even though \( d' \) is actually useful, and has as many as 34 occurrences of \( \text{scotland} \). From Equation 2.3, it is clear that \( d \) would be ranked far above \( d' \) if JM smoothing were used.

When full documents are used, all documents appear longer because each document contains its fair share of noise. Thus, the values of \( P_{\text{MLE}}(q|d) \) are more moderate, and documents with little useful content no longer have an unreasonable advantage. Therefore, retrieval effectiveness improves.

Given this anomalous behaviour of LM-JM, and given that researchers continue to use LM-JM, the recommendations of [174, 175] notwithstanding (see [58, 64, 124, 65, 114, 11] for example), we believe that it is important from the reproducibility perspective to report the parsing method used for a particular study.

### 3.6.2 Pseudo feedback based query expansion

In this section, we examine the differences in improvement obtained when either the full or the clean index is used during pseudo relevance feedback (PRF) based QE. Specifically, we consider RM3 based QE (discussed in Section 2.3) for our study. Since we experimented with 2 separate indexes for the baseline retrieval phase, we actually get a total of four possible combinations. We refer to these combinations as full-full, full-clean, clean-full, and clean-clean.
The first part of a combination’s name signifies which index was used for initial retrieval, while the second specifies which index was used during QE.

It is already a known fact that the relevance model is prone to choosing common terms [46, 78, 38]. Dropping stopwords from the collection during indexing partially addresses the problem. However, terms which are common in the top-ranked documents, but not present in the stopword list (e.g., HTML tags in web documents) are quite often selected as expansion terms by the relevance model due to their high association with query terms in these documents. For this reason, noise cleaning is likely to be important for QE: it is expected to eliminate at least some inappropriate terms from being candidate expansion terms.\(^\text{15}\)

The results in terms of MAP and P@5 for RM3 (Table 3.7 and 3.8) are in line with our expectations. For a given baseline index (either clean or full), using the clean index for feedback works better than using the full index in terms of both MAP and P@5. The improvement is sometimes minuscule (e.g., full-clean vs. full-full for LM-Dir on GOV2), but often significant. As discussed above, this is easily explained: tags and other noisy terms are included in the query if the full index is used during QE. In contrast, the terms selected for QE from the clean index are generally much more related to the actual intent of the query. The improvement in P@5 indicates the change in early precision when the clean indexes are used for feedback. Table 3.9 illustrates this phenomenon using one example query from each of the four test collections used in our experiments. For each query, the top 15 expansion terms (having the highest \(P(w|r)\) weights according to Equation 2.11) are shown. It is clear from the table that many / most of the terms selected from the full index are tags.

For WT10G topic set, the best result for LM-JM is obtained when the full index is used for the initial retrieval (as this provides a much better starting point than the clean index), and the clean index is used for feedback. Further, these results are statistically significantly better than the RM3 results for the other combinations (full-full, clean-full and clean-clean). In case of GOV2, although the initial retrieval was inferior when the clean index was used (a 5% difference in MAP that is not statistically significant), the clean-clean combination produced the best performance among all combinations. For ClueWeb09B, initial retrieval from the clean index produces significantly better results; not surprisingly, the use of the clean index for both the initial retrieval as well as feedback yields the best results.

When the baseline retrieval is performed using LM-Dir, the clean index produces better results for all topic sets (See Figure 3.3). Once again, it is not surprising that post-QE performance is generally best for the clean-clean combination. The only exception to this pattern is that, the full-clean combination achieved the best performance for WT10G, but it is only marginally better than the clean-clean combination.

As a general observation from Table 3.7, we conclude that the removal of noise during indexing can produce significantly different results for QE-based retrieval methods, irrespective of the index chosen for initial retrieval.

\(^{15}\)One might argue that these ‘useless’ expansion terms do not hurt effectiveness because of the IDF factor that comes into play during the final retrieval using the expanded query. However, if the number of expansion terms is kept fixed, then these terms would elbow out more useful terms from the expanded query. In order to reap the potential benefits of QE in the presence of such terms, one would need to increase the total number of expansion terms. This would adversely affect efficiency, if not effectiveness.
### Results and discussion

<table>
<thead>
<tr>
<th>Collection</th>
<th>Baseline Feedback</th>
<th>JM</th>
<th>Dir</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>index</td>
<td>index</td>
<td>RM3</td>
</tr>
<tr>
<td>WT10G</td>
<td>Full Full</td>
<td>0.1730</td>
<td>0.1671</td>
</tr>
<tr>
<td></td>
<td>Full Clean</td>
<td>0.1500</td>
<td>0.1757</td>
</tr>
<tr>
<td></td>
<td>Clean Full</td>
<td>0.2017</td>
<td>0.2164</td>
</tr>
<tr>
<td></td>
<td>Clean Clean</td>
<td>0.23671,2,3</td>
<td>0.24241,2,3</td>
</tr>
<tr>
<td>GOV2</td>
<td>Full Full</td>
<td>0.2298</td>
<td>0.2459</td>
</tr>
<tr>
<td></td>
<td>Full Clean</td>
<td>0.2563</td>
<td>0.2603</td>
</tr>
<tr>
<td></td>
<td>Clean Full</td>
<td>0.2089</td>
<td>0.2266</td>
</tr>
<tr>
<td></td>
<td>Clean Clean</td>
<td>0.26381,2,3</td>
<td>0.26911,2,3</td>
</tr>
<tr>
<td>CW09B</td>
<td>Full Full</td>
<td>0.1055</td>
<td>0.1236</td>
</tr>
<tr>
<td></td>
<td>Full Clean</td>
<td>0.1360</td>
<td>0.1600</td>
</tr>
<tr>
<td></td>
<td>Clean Full</td>
<td>0.1249</td>
<td>0.1428</td>
</tr>
<tr>
<td></td>
<td>Clean Clean</td>
<td>0.15401,2,3</td>
<td>0.15821,2,3</td>
</tr>
</tbody>
</table>

Table 3.7: Comparison of Mean Average Precision (MAP) for baseline and RM3 for different smoothing methods and indexing schemes on different topic sets. The RM3 results in bold denote the maximum improvement over baseline as compared to the other configurations for the same topic set and retrieval model. Note that for all collections, the maximum improvements are achieved when the clean index is used for pseudo relevance feedback. The superscripts $1,2,3,4$ denote a statistically significant difference between the corresponding value and the MAP for the full-full, full-clean, clean-full and clean-clean combinations respectively.

<table>
<thead>
<tr>
<th>Collection</th>
<th>Baseline Feedback</th>
<th>JM</th>
<th>Dir</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>index</td>
<td>index</td>
<td>RM3</td>
</tr>
<tr>
<td>WT10G</td>
<td>Full Full</td>
<td>0.3125</td>
<td>0.3091</td>
</tr>
<tr>
<td></td>
<td>Full Clean</td>
<td>0.2467</td>
<td>0.2702</td>
</tr>
<tr>
<td></td>
<td>Clean Full</td>
<td>0.2702</td>
<td>0.2866</td>
</tr>
<tr>
<td></td>
<td>Clean Clean</td>
<td>0.34271,2,3</td>
<td>0.34871,2,3</td>
</tr>
<tr>
<td>GOV2</td>
<td>Full Full</td>
<td>0.4634</td>
<td>0.4938</td>
</tr>
<tr>
<td></td>
<td>Full Clean</td>
<td>0.50251,2,3</td>
<td>0.51341,2,3</td>
</tr>
<tr>
<td></td>
<td>Clean Full</td>
<td>0.3559</td>
<td>0.3628</td>
</tr>
<tr>
<td></td>
<td>Clean Clean</td>
<td>0.44791,2,3</td>
<td>0.45341,2,3</td>
</tr>
<tr>
<td>CW09B</td>
<td>Full Full</td>
<td>0.1682</td>
<td>0.2154</td>
</tr>
<tr>
<td></td>
<td>Full Clean</td>
<td>0.2144</td>
<td>0.2530</td>
</tr>
<tr>
<td></td>
<td>Clean Full</td>
<td>0.2000</td>
<td>0.1928</td>
</tr>
<tr>
<td></td>
<td>Clean Clean</td>
<td>0.24621,2,3</td>
<td>0.25521,2,3</td>
</tr>
</tbody>
</table>

Table 3.8: Comparison of Precision at rank 5 (P@5) for baseline and RM3 for different smoothing methods and indexing schemes on different topic sets. The RM3 results in bold denote the maximum improvement over baseline as compared to the other configurations for the same topic set and retrieval model. Note that for all collections, the maximum improvements are achieved when the clean index is used for pseudo relevance feedback. The superscripts $1,2,3,4$ denote a statistically significant difference between the corresponding value and the P@5 for the full-full, full-clean, clean-full and clean-clean combinations respectively.
Table 3.9: Top 15 terms of some expanded queries, with associated weights. LM-JM was used for the initial retrieval, before queries were expanded using RM3. Notice that, most of the expansion terms, when selected from the full index, are unimportant terms from meta-content.
Figure 3.4: Difference in AP for expanded queries from different topic sets. In all cases, the initial retrieval was performed using LM-JM on the full index. Queries were expanded using the full and the clean indexes, and the difference in performance is plotted along the X-axis.

Of course, as with many other IR techniques (such as stemming or stopword removal), noise removal is not beneficial for all queries. A per-query analysis of the performance variation of RM3 across document preprocessing strategies (specifically, full-full and full-clean) is shown graphically in Figure 3.4. In the figure, each vertical bar corresponds to one query, and represents the difference in AP observed when the query is expanded using the clean and the full index. Bars above the X-axis correspond to queries for which expansion from the clean index works better. From Figure 3.4, we note that for some queries, exclusion of metadata leads to poorer performance. We hope to take a closer look at these queries in future work in order to explain why this might be happening.

3.7 Summary

The main questions that our study was intended to address were introduced in Section 3.1. They are:
3. DOCUMENT PREPROCESSING

**Question 1.** Should documents be cleaned prior to indexing? How much difference does noise-removal make?

**Question 2.** What is the effect of noise removal on query expansion (QE) techniques?

We specifically focus on the TREC Web collections used for text retrieval research, since these contain a non-trivial amount of noise in the form of meta-tags, hyperlinks etc. How this noise is handled during indexing turns out to be an important issue for the outcome of both baseline retrieval as well as feedback based models. Based on our experimental results, we conclude with the following observations in response to the above questions.

1. For most retrieval models, documents should indeed be cleaned prior to indexing. Cleaning generally results in improvements in MAP. Depending on the retrieval model and the amount of noise present in a corpus, these improvements may be very substantial (we observed an improvement of about 37% in case of LM-Dir on the ClueWeb09B collection).

2. Using a clean index during pseudo relevance feedback based query expansion is also seen to be beneficial overall.

Language modeling with Jelinek-Mercer smoothing exhibits anomalous behaviour with regard to the above observation. Other than on extremely noisy collections (ClueWeb09B), cleaning adversely affects MAP, sometimes significantly so.

This anomaly would normally not be significant, since LM-Dir should generally be preferred over LM-JM [174, 175]. However, since researchers continue to use LM-JM, we have included results obtained using LM-JM in the rest of this thesis in order to facilitate comparison with related work. Following the findings of this chapter, for the results reported in this thesis involving web collections, we use (i) full index when LM-JM is used for retrieval (except for ClueWeb09B), (ii) clean index when LM-Dir is used for retrieval, and (iii) the clean index for all collections while performing feedback.
Chapter 4

Generalized language model

4.1 Introduction

Vocabulary mismatch, the inherent characteristic of using different but semantically similar terms across documents about the same topic or between a query and its relevant documents (as highlighted in Section 2.1), is a difficult problem to solve in the context of information retrieval. The query expansion techniques solely rely on the co-occurrence information of terms with the query terms to overcome this problem. However, there is no way these techniques be able to utilize the semantic similarity between terms. As a first step towards utilizing the semantic relationship of terms as captured by word embeddings, in this chapter, we will discuss about a novel retrieval model that incorporates the semantically similar terms in the standard LM framework.

The working principle of most standard retrieval models in IR involves an underlying assumption of term independence, e.g. the vector space model (VSM) \[139\] assumes that the documents are embedded in a mutually orthogonal term space, while probabilistic models, such as the BM25 \[128\] or the language model (LM) \[173\] assume that the terms are sampled independently from documents. Standard approaches in IR take into account term association in two ways, one which involves a global analysis over the whole collection of documents (i.e. independent of the queries), while the other takes into account local co-occurrence information of terms in the top ranked documents retrieved in response to a query. The local approach corresponds to the relevance feedback step for IR which we do not investigate in this chapter. Later in Chapter 5 and Chapter 6, we will discuss some approaches that utilizes the local information as well.

Existing global analysis methods such as the latent semantic indexing (LSA) \[50\] or latent Dirichlet allocation (LDA) \[20\] only take into account the co-occurrences between terms at the level of documents instead of considering the context of a term. Since the word embedding techniques that we introduced in the beginning of this thesis, leverage the information around the local context of each word to derive the embeddings (two words have close vector representations if and only if they are used in similar contexts), we believe that such an approach can potentially improve the global analysis technique of IR leading to better retrieval

*Some material from \[62\] has been reused in this chapter.
The research problem, which we investigate in this chapter, is whether the word embedding techniques can improve retrieval effectiveness. Instead of attempting ad-hoc term weighting approaches, we propose a generalized version of the LM, in which we explicitly model pairwise term transformation probabilities across a noisy channel, these probability values being estimated from word embeddings.

The rest of this chapter is organized as follows. Section 4.2 discusses some works that are related to the work presented in this chapter. In Section 4.3, keeping a connection with the standard linear-smoothed language modeling retrieval method, we propose the generalization of the language model. We will refer to this proposed method as GLM in the rest of this chapter. The empirical evaluation result of GLM on standard TREC benchmark datasets, is then presented in Section 4.4. Finally, Section 4.5 concludes the chapter.

4.2 Related work

Latent semantic analysis (LSA) [50] is a global analysis technique in which documents are represented in a term space of reduced dimensionality so as to take into account inter-term dependencies. Generalized VSM (GVSM) is another approach to model inter-term dependencies in VSM retrieval model, in which the dot product similarity between two document vectors considers contributions from the angles between two terms (it is assumed that the terms are not orthogonal) [161]. More recent techniques such as the latent Dirichlet allocation (LDA) represent term dependencies by assuming that each term is generated from a set of latent variables called the topics [20]. A major problem of these approaches is that they only consider word co-occurrences at the level of documents to model term associations, which may not always be reliable. In contrast, the word embeddings take into account the local (window-based) context around the terms [103], and thus may lead to better modeling of the term dependencies. Berger et al. [18] used statistical translation model to incorporate synonymy into the document language model achieving effects similar to query expansion. Cao et al. [27] tried to extend existing LM by incorporating term dependencies by using co-occurrence and WordNet relations.

Moreover, most of these global analysis approaches, e.g. LDA, have been applied in IR in an ad-hoc way for re-assigning term weights without explicitly representing the term dependencies as an inherent part of an IR model. For example, an LDA document model (term sampling probabilities marginalized over a set of latent topic variables) is linearly added as a smoothing parameter to the standard LM probability [158], as a result of which the term dependencies are not clearly visible from the model definition. Contrastingly, in this work, we intend to directly model the term dependencies as a part of an IR model. In this respect, our work is somewhat similar to the work in cross language IR, where a translation model was proposed to model the transformations of terms from the source language (query) to the target language (documents in collection) [18].

Recently, a concept language model has been proposed in [182] which combines the probability of the document generating the concept expressed by the query, and the traditional language model probability of the document generating the query terms. In the paper, Zou
et al. use a word embedding space to express concepts. The weighted cosine distance is used to estimate the similarity between two vectors. A modification of paragraph vector model is used in [2] for improving IR performance. In another similar work [169], Zamani and Croft propose query language models based on embedding similarity, where they transformed the cosine similarity scores by the sigmoid function and used it as a final similarity score.

4.3 A generalized language model

In this section, we propose the generalized language model (GLM) that models term dependencies using the embedding of terms.

4.3.1 Term transformation events in language modeling

Following the discussion in Section 2.2.1, in language model based retrieval methods, for a given query $Q$, documents are scored based on the prior probability $P(Q|d)$.

Score$(Q,d) = p(Q|D) = \prod_{t \in Q} p(t|d) = \prod_{t \in Q} \lambda \hat{p}(t|d) + (1 - \lambda) \hat{p}(t|C) = \prod_{q \in Q} \frac{\lambda tf(t,d)}{|d|} + (1 - \lambda) \frac{cf(t)}{|C|}$ (4.1)

In Equation 4.1, the set $C$ represents a universe of documents (commonly known as the collection), $\hat{p}(t|d)$ and $\hat{p}(t|C)$ denote the maximum likelihood estimated probabilities of generating a query term $t$ from the document $d$ and the collection respectively, using frequency statistics. The probabilities of these two (mutually exclusive) events are denoted by $\lambda$ and $1 - \lambda$ respectively. The notations $tf(t,d)$, $|d|$, $cf(t)$ and $|C|$ denote the term frequency of term $t$ in document $d$, the length of $d$, collection frequency of the term $t$ and the collection size respectively.

As per Equation 4.1, terms in a query are generated by sampling them independently from either the document or the collection. We propose the following generalization to the model. Instead of assuming that terms are mutually independent during the sampling process, we propose a generative process in which a noisy channel may transform (mutate) a term $t'$ into a term $t$. More concretely, if a term $t$ is observed in the query corresponding to a document $d$, according to our model it may have occurred in three possible ways, shown as follows.

1. Direct term sampling: Standard LM term sampling, i.e. sampling a term $t$ (without transformation) either from the document $d$ or from the collection.

2. Transformation via Document Sampling: Sampling a term $t'(t' \neq t)$ from $d$ which is then transformed to $t$ by a noisy channel.

3. Transformation via Collection Sampling: Sampling the term $t'$ from the collection which is then transformed to $t$ by the noisy channel.
1. Direct term sampling

This is the standard language modeling term sampling; a term \( t \) in the query can be generated from either the document or from the collection, following Section 4.3.1.

2. Transformation via document sampling

Let \( P(t', t|d) \) denote the probability of generating a term \( t' \) from a document \( d \) and then transforming this term to \( t \) in the query.

\[
P(t, t'|d) = P(t|t', d)P(t'|d) \tag{4.2}
\]

In Equation 4.2, \( P(t'|d) \) can be estimated by maximum likelihood with the help of the standard term sampling method as shown in Equation 4.1. For the other part, i.e. transforming \( t' \) to \( t \), we make use of the cosine similarities between the two embedded vectors corresponding to \( t \) and \( t' \) respectively. More precisely, this probability of selecting a term \( t \), given the sampled term \( t' \), is proportional to the similarity of \( t \) with \( t' \). Note that this similarity is independent of the document \( d \). This is shown in Equation 4.3, where \( \text{sim}(t; t') \) is the cosine similarity between the vector representations of \( t \) and \( t' \) respectively.

\[
P(t|t', d) = \frac{\text{sim}(t', t)}{\Sigma_{t'' \in d} \text{sim}(t, t'')} \tag{4.3}
\]

Consequently, we can write Equation 4.2 as

\[
P(t, t'|d) = \frac{\text{sim}(t', t) \cdot tf(t', d)}{\Sigma_{d} \cdot |d|} \tag{4.4}
\]

Equation (4.4) favours those terms \( t' \)'s that are not only tend to co-occur with the query term \( t \) within \( d \), but are also semantically related to it. Thus, words that are used in similar contexts with respect to the query term \( t \) over the collection, as given by the vector embedding, are more likely to contribute to the term score of \( t \). In other words, Equation 4.4 takes into account how well an observed query term \( t \) contextually fits into a document \( d \). A term contextually fits well within a document if it co-occurs with other semantically similar terms. Terms, score high by Equation 4.4, potentially indicate a more relevant match for the query as compared to other terms with low values for this score.

3. Transformation via collection sampling

Let the complementary event of transforming a term \( t' \), sampled from the collection instead of a particular document, to the observed query term \( t \) be denoted by \( P(t, t'|C) \). This can be estimated as follows.

\[
P(t, t'|C) = P(t|t', C).P(t'|C) = P(t|t', C).\frac{e(t')}{cs} \tag{4.5}
\]

Now \( P(t|t', C) \) can be estimated in a way similar to computing \( P(t|t', d) \), as shown in Equation 4.3. However, instead of considering all \( (t, t') \) pairs in the vocabulary for computation, it is
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reasonable to restrict the computation to a small neighbourhood of terms around the query term \( t \), say \( N_t \) because taking too large a neighbourhood may lead to noisy term associations. This is shown in Equation 4.6.

\[
P(t'|t, C) = \frac{\text{sim}(t, t')}{\sum_{t'' \in N_t} \text{sim}(t, t'')} = \frac{\text{sim}(t, t')}{\Sigma(N_t)}
\]  

(4.6)

Therefore, Equation (4.5) can be written as

\[
P(t, t'|C) = \frac{\text{sim}(t, t')}{\Sigma(N_t)} \cdot \frac{cf(t')}{cs}
\]  

(4.7)

While \( P(t, t'|d) \) measures the contextual fitness of a term \( t \) in a document \( d \) with respect to its neighbouring (in the vector space of embedded terms) terms \( t' \) in \( d \), \( P(t, t'|C) \), on the other hand, aims to alleviate the vocabulary mismatch between documents and queries in the sense that for each term \( t \) in \( d \) it expands the document with other related terms \( t' \)’s. From an implementation perspective, \( P(t, t'|C) \) reweights existing document terms based on their contextual fit, whereas \( P(t, t'|C) \) expands the document with additional terms with appropriate weights.

4.3.2 Combining the events

Finally, to place all the events together in the LM generation model, let us assume that the probability of observing a query term \( t \) without the transformation process (as in standard LM) be \( \lambda \). Let us denote the probability of sampling the query term \( t \) via a transformation through a term \( t' \) sampled from the document \( d \) with \( \alpha \), and let the complementary probability of sampling \( t' \) from the collection be then \( \beta \), as shown schematically in Figure 4.1. The LM term generation probability in this case can thus be written as shown in Equation 4.8.

This is a generalized version of the standard LM, which we now henceforth refer to as generalized language model (GLM), that takes into account term relatedness with the help of the noisy channel transformation model, which in turn uses the word embedding to derive the likelihood of term transformations. Note that the GLM degenerates to standard LM by setting \( \alpha \) and \( \beta \) to zero, i.e. not using the transformation model in the term generation process. In Equation (4.8), \( P(t') \), the prior probability of selection of \( t' \) is considered as uniform and
hence can be ignored for ranking purposes.

\[
\text{weight}(t; d) = \lambda P(t|d) + \alpha \sum_{t' \in d} P(t, t'|d) P(t') + \beta \sum_{t' \in N_t} P(t, t'|C) P(t') + (1 - \lambda - \alpha - \beta) P(t|C)
\]

\[
= \lambda \frac{tf(t; d)}{|d|} + \alpha \sum_{t' \in d} \frac{\text{sim}(t, t')}{\Sigma(d)} \frac{tf(t'; d)}{|d|} + \beta \sum_{t' \in N_t} \frac{\text{sim}(t, t')}{\Sigma(N_t)} \frac{cf(t')}{cs} + (1 - \lambda - \alpha - \beta) \frac{cf(t)}{cs}
\]  

(4.8)

To incorporate the \textit{IDF} effectiveness into the model, following the exposition presented in [175], Equation (4.8) can be divided by the collection probability component. This collection normalization makes Equation (4.8) into Equation (4.9).

\[
\text{weight}(t; d) = 1 + \frac{\lambda}{1 - \lambda - \alpha - \beta} \frac{P(t|d)}{P(t|C)} + \frac{\alpha}{1 - \lambda - \alpha - \beta} \sum_{t' \in d} \frac{P(t, t'|d) P(t')}{P(t|C)} + \frac{\beta}{1 - \lambda - \alpha - \beta} \sum_{t' \in N_t} \frac{P(t, t'|C) P(t')}{P(t|C)}
\]  

(4.9)

For a given query \( Q = \{q_1, \ldots, q_k\} \), the score of any document \( d \) will follow Equation (4.10).

\[
\text{Score}(Q, d) = \sum_{q \in Q} \log(\text{weight}(q, d))
\]  

(4.10)

### 4.3.3 Relation between GLM and Query Expansion

While scoring a document \( d \) from a collection \( C \), the weight of a query term \( t \) following GLM (Equation 4.10) depends on the statistical count of term \( t \) in \( d \), \( C \) (respectively \( P(t|d) \) and \( P(t|C) \)) as well as terms \( t' \) semantically similar to \( t \) \( (t' \in N_t) \). That is, the scoring function also considers the occurrence of semantically similar terms in the documents through document transformation, as well as occurrence in collection through collection transformation which is actually a weak form of document expansion. In case of query expansion techniques, the initial query is expanded by adding \( N \) related terms and hence, \( N \) additional posting lists (for each term of the expanded query) are needed to be traversed during retrieval, resulting in higher latency. In contrast, the proposed GLM technique expands the document with semantically similar terms while indexing, and hence does not require passing through additional posting lists other than for the query terms. This gain in efficiency happens at the cost of retrieval effectiveness; the loss in effectiveness is quantified by comparing GLM with QE methods in Chapter 5.

### 4.3.4 Implementation outline

An efficient approach to get the neighbours of a given term is to store a pre-computed list of nearest neighbours in memory for every word in the vocabulary. After this step, for each document \( d \) in the collection, we iterate over term pairs \( (t, t') \) and assign a new term-weight to the term \( t \) representing the document sampling transformation according to Equation 4.4. Then we iterate again over every term \( t \) in \( d \) and use \( N_t \), pre-computed nearest neighbours of \( t \) to compute a score for the collection sampling transformation, as shown in Equation 4.7. To account for the fact that these transformation probabilities are symmetrical, we add the
term \( t' \) to \( d \). Note that it is not required to add the term \( t' \) in case of the document sampling transformation event because \( t' \) is already present in \( d \). Similar to the LM probabilities \( P(t|d) \) and \( P(t|C) \), all this additional transformation probabilities, specifically \( \sum_{t' \in d} P(t, t'|d) \) and \( \sum_{t' \in N_t} P(t, t'|C) \) of Equation (4.8) can stored in the form of a posting lists for efficient retrieval. The workflow of the procedure of making the index for retrieval is presented in Algorithm 1.

While scoring a document \( d \) for a (say) single-term query \( q \), three separate posting list lookups, specifically i) LM-posting, ii) document transformation posting, and iii) collection transformation posting are performed. The weights of \( q \) in each of the posting lists are then merged and added after multiplying by the appropriate smoothing values (respectively, \( \frac{\lambda}{1-\lambda-a-\beta}, \frac{\alpha}{1-\lambda-a-\beta}, \frac{\beta}{1-\lambda-a-\beta} \)). The score for the document is then finalized by taking a logarithm of the summed weights.

### 4.4 Evaluation

In this section, we conduct experiments to evaluate the effectiveness of the proposed method. We first describe the experimental settings and then the results of our experiments.

#### 4.4.1 Experimental setup

The experiments were conducted on the standard TREC news and web collections. More specifically, we use TREC disks 1, 2 with query sets TREC 1, 2, 3 and disks 4, 5 (excluding CR) with query sets from TREC 6, 7, 8 and the Robust tracks. For experimentation on web data, we used WT10G collection with corresponding topic sets (TREC 9 and 10). Information about the document and the query sets is outlined in Table 2.1. We have observed in Chapter 3 that use of full index yields better performance on web corpora when Jelinek-Mercer smoothed language model is used for retrieval. As the baseline as well as the proposed GLM is based on LM-JM, for the reported experiments on web corpora, the full index is used for retrieval.

We implemented GLM using the Lucene\(^2\) IR framework. As our baseline retrieval models, we used standard LM with Jelinek Mercer smoothing [82, 175], which is distributed as a part of Lucene.

#### 4.4.2 Parameter settings

The parameter \( \lambda \) of the LM baseline was empirically set to 0.7 and 0.6 for TREC news collections and TREC web collection respectively (after varying it within a range of [0.1, 0.9]). The word embedding for the experiments reported in this section were obtained on the respective TREC document collections with the parameter settings as prescribed in [103], i.e., we embedded the word vector in a 200 dimensional space, and used continuous bag-of-words with negative sampling. The neighbourhood \( N_t \) of the GLM (Equation 4.8) was set to 3, i.e., for each given term in a document, we consider adding at most 3 related terms from the collection.

\(^2\)http://lucene.apache.org/core/
Algorithm 1: Generalized Language Model: Expanded Indexing

Input : Document Collection $C$ with $D$ documents, and $V$ unique terms
Output : Expanded index having three posting lists ($posting_{lm}$, $posting_{doc}$, $posting_{col}$) with corresponding term weights

cs ← collection size

for $t \in V$ do
  vec($t$) ← vector embedding of $t$;
  $NN(t)$ ← compute $K$ nearest neighbors of vec($t$);
  ncf[$t$] ← $cf(t)/cs$; /* normalized collection frequency */

for $d \in D$ do
  doclen ← no. of tokens in $d$;
  /* Term-weight calculation: transformation via doc sampling */
  for each unique term $t \in d$ do
    simSum[$t$] ← 0;
    ntf[$t$] ← $tf(t,d)/doclen$;
    t ← vec($t$);
    for each unique term $t'(\neq t) \in d$ do
      t' ← vec($t'$);
      simSum[$t$] ← simSum[$t$] + cos-sim($t$, $t'$);
    endfor
  endfor
  for each unique term $t \in d$ do
    trans$_{doc}[$t$] ← 0;
    t ← vec($t$);
    for each unique term $t'(\neq t) \in d$ do
      t' ← vec($t'$);
      sim ← cosine-sim($t$, $t'$);
      trans$_{doc}[$t$] ← trans$_{doc}[$t$] + ntf[$t$] * sim/simSum[$t$];
      posting$_{lm}$,add(ntf[$t$]/ncf[$t$]);
      posting$_{doc}$,add(trans$_{doc}[$t$]/ncf[$t$]);
    endfor
    /* Doc expansion for transformation via collection sampling */
    nn_sim_norm[] ← 0;
    foreach $n \in NN(t)$ do
      n ← vec($n$);
      trans$_{col}[$n$] ← ncf[$t$];
      nn_sim_norm[$n$] ← nn_sim_norm[$n$] + cosine-sim($t$, $n$);
    endforeach
  endfor
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(a) TREC 123
(b) TREC 678
(c) Robust
(d) WT10G

Figure 4.2: Effect of varying the GLM parameters $\alpha$ and $\beta$ on the MAP values for the TREC query sets.

<table>
<thead>
<tr>
<th>Query</th>
<th>Method</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MAP</td>
</tr>
<tr>
<td>TREC 123</td>
<td>LM</td>
<td>0.1967</td>
</tr>
<tr>
<td></td>
<td>GLM</td>
<td>0.2104‡</td>
</tr>
<tr>
<td>TREC 678</td>
<td>LM</td>
<td>0.2189</td>
</tr>
<tr>
<td></td>
<td>GLM</td>
<td>0.2214‡</td>
</tr>
<tr>
<td>Robust</td>
<td>LM</td>
<td>0.2658</td>
</tr>
<tr>
<td></td>
<td>GLM</td>
<td>0.2777‡</td>
</tr>
<tr>
<td>WT10G</td>
<td>LM</td>
<td>0.1747</td>
</tr>
<tr>
<td></td>
<td>GLM</td>
<td>0.1906‡</td>
</tr>
</tbody>
</table>

Table 4.1: Comparative performance of GLM on the basis of mean average precision (MAP) precision at 5 (P@5) and recall at 1000. A ‡ indicates the significance of the metric value with respect to the baseline LM based retrieval model.

4.4.3 Results

In Table 4.1, we show the optimal results obtained with GLM after performing 5-fold cross validation on the GLM parameters $\alpha$ and $\beta$. Both $\alpha$ and $\beta$ are varied in steps of 0.05. From Table 4.1, we observe that GLM consistently and significantly outperforms the LM based retrieval method for all the query sets with respect to mean average precision (MAP), precision at rank 5 and recall at rank 1000.

While performing the initial retrieval using LM-JM, we noticed that the optimal perfor-
mance is attaining when the smoothing parameter $\lambda$ is set 0.7 and 0.6 respectively for news and web queries. Hence, we fixed $\lambda$ to values corresponding to the respective topic sets while setting $\alpha$ and $\beta$ accordingly to ensure that $\alpha + \beta + \lambda < 1$ for all the query sets used in our experiments. The results of varying the parameters in the specified range are shown in Figure 4.2. It can be seen that the optimal values of $\alpha$ and $\beta$ depend on the query set, e.g. for the TREC 123 query set (Figure 4.2a), the optimal results are obtained for $(\alpha, \beta) = (0.1, 0.2)$, whereas setting $(\alpha, \beta) = (0.1, 0.15)$ produces best performance for TREC 678 (Figure 4.2b). For Robust and WT10G topic sets, the optimal parameters setting is $(\alpha, \beta) = (0.15, 0.2)$ (Figure 4.2c and 4.2d respectively). It can be observed that a reasonable choice for these parameters is in the range $[0.1, 0.2]$, which means imparting more or less uniform weights to both of the transformation events.

The proposed method considers the occurrence of terms, which are semantically similar to the query terms, for ranking. While the model works on the basis of term transformation (via document and via collection, considered separately), they are less likely to be as effective as query expansion techniques. In the next chapter, we would compare the discuss on the relative performance of GLM and expansion methods.

4.5 Summary

In this chapter, we proposed a generalized version of the language model for IR. Our model considers two possible cases of generating a term from either a document or the collection and then changing it to another term after passing it through a noisy channel. The term transformation probabilities of the noisy channel, in turn, are computed by making use of the distances between the word vectors embedded in an abstract space. We argue that this model has two fold advantage, firstly it is able to estimate how well a term fits in the context of a document (by transformation via document sampling), and secondly it is able to decrease the vocabulary gap by adding other useful terms to a document (transformation via collection sampling). Empirical evaluation shows that our method significantly outperforms the standard language modeling based baseline.
Chapter 5

Query expansion using word embedding

5.1 Introduction

In recent times, the IR and Neural Network (NN) communities have started exploring the application of deep neural network based techniques to various IR problems. A few studies have focused in particular on the use of word embeddings generated using deep NNs. As discussed in Section 2.4, a word embedding is a mapping that associates each word or phrase occurring in a document collection with a vector in $\mathbb{R}^d$, where $d$ is the dimension of the abstract space and significantly lower than the size of the vocabulary of the document collection. If $a$ and $b$ are two words, and $a$ and $b$ are their embedded vectors in the $d$ dimensional abstract space, then the similarity or distance between $a$ and $b$ is expected to be a quantitative indication of the semantic relatedness between $a$ and $b$. Various techniques for creating word embedding — including Latent Semantic Analysis (LSA) [50] and probabilistic LSA [83] — have been in use for many years. However, interest in the use of word embedding has been recently rekindled thanks to the work by Mikolov et al. [103], and the robustness of the proposed word2vec tool. It has been reported [103] that the semantic relatedness of words is generally accurately captured by the vector similarity between the corresponding embedding produced by this method (discussed in Section 2.4).

Query Expansion (QE) is a popular and effective technique to overpower the hindrance problem of vocabulary mismatch for IR. Since a number of QE approaches try to find words that are semantically related to a given user query, it should also be possible to leverage word embeddings for query expansion. Let $Q$ be a given user query consisting of the words $q_1, q_2, \ldots, q_m$. Let $w_1^{(i)}, w_2^{(i)}, \ldots, w_k^{(i)}$ be the $k$ nearest neighbours (kNN) of $q_i$ in the embedding space. Then, these $w_j^{(i)}$s constitute a set of obvious candidates from which terms may be selected and used to expand $Q$. Of course, instead of considering terms that are proximate neighbours of individual query words, it is generally preferable to consider terms that are close to the query as a whole. This idea has been used in a number of traditional, effective QE techniques, e.g., LCA [164] and RM3 [86]. However in these techniques, expansion terms are selected on the

*Some material from [136, 131] has been reused in this chapter.
basis of their association with all query terms, and any semantic relationships between terms are ignored.

Embedding vocabulary terms as dense, real valued vectors in a low dimensional space has been shown to successfully encapsulate semantic concepts associated with them [103]. Semantic relationships captured by such word embeddings have been used to improve the performance of various information retrieval tasks such as document ranking [169, 1], query reformulation [67, 178], relevance feedback [56], and end-to-end deep neural ranking models [68], session modeling [101], etc.

In this work, we explore the possibility of applying embedding for IR. Based on the semantic similarity as generated by embedding models, we describe two models in the next section. Experiments on a number of TREC collections show that these QE methods generally yield significant improvements in retrieval effectiveness when compared to using the original, unexpanded queries. However, they are generally significantly inferior to PRF based QE methods. We discuss these results in greater detail in Section 5.4.5.

In an embedded space of words, vectors for semantically related terms lie in close proximity to each other. Thus, the distance between embedded vectors of two terms can be taken as a measure of semantic relatedness between the terms. However, the choices made during the training phase can result in different representative vectors resulting in the relative semantic relatedness between terms not getting preserved across different embedding spaces. Different studies on the application of word embeddings to IR problems have made different choices for learning the word embeddings (i.e. which collection to use, what preprocessing to apply, etc.). This highlights the lack of established standards in this regard. On one hand, we have results that show that query-specific embedding trained on a subset of relevant document are superior over globally trained embedding [56], on the other hand, retrieval evaluations are conducted using embedding learned over an external collection such as Wikipedia [169]. The pre-TREC [71] IR community suffered from the lack of a similar set of ‘best practices’ (e.g. stopword removal is effective, too aggressive stemming often degrades retrieval quality). The best practices gradually became established after a few years of the TREC evaluation forum.

While efforts have been made to study the sensitivity of word embeddings to different model parameters (e.g. embedding dimensions, context window size, skip-gram v/s cbow, etc.) and their impact on ad hoc retrieval performance [183], little attention has been paid to investigate the effects of the nature of the training collection and term normalization used to learn the embedded vectors. As a byproduct of this work, we focus on this aspect and study how the choices made with respect to the underlying corpus and its pre-processing impact the performance of downstream IR tasks. Since the embedding models rely on context around the terms in training corpus, these choices are crucial as they directly affect the contextual information around each term and thus, can result in significantly different embedding spaces (Section 5.3). While a large, generic external corpus may be able to provide diverse contextual information to learn good embedding representations, the target corpus (i.e., the collection on which retrieval is to be executed) will be topically more relevant. Likewise, normalizing terms (via stemming) can help aggregate the contexts of different morphological forms to-
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Together and thus, may help learn better representations of these terms.

In order to study how the above choices effect the learned embeddings, we first describe two measures to compare embeddings learned under different settings (Section 5.3). Next, we use the proposed word embedding-based query expansion method (to be discussed in Section 5.2) to analyze the impact of embedding variations on the retrieval performance on three different test collections. To study the impact of collection choice, we compare retrieval performance obtained using the embeddings trained on the target collection as well as Wikipedia (a generic, external collection). To understand the effect of term normalization, we report results using embeddings learned from stemmed and unstemmed collections. In addition, we also describe an intermediate composition method that can be used to simulate the effect of stemming in cases where pre-trained word vectors on unstemmed corpus are available and re-training may not be feasible. We report all results with two different word embedding models, (i) word2vec [103], one of the most commonly used word embedding model; and (ii) fastText [21], a word embedding model that utilizes sub-word information for learning term representations. We decided to study fastText as it performs implicit term normalization by composing skipgram vectors of character n-grams [21].

The remainder of this chapter is organized as follows. In Section 5.2, we propose some query expansion methods based on word embeddings. Section 5.3 discusses ways to compare different embedded representations based on the QE method. We present and discuss the performance of the proposed QE methods on benchmark datasets in Section 5.4. Using the proposed method, we compare the retrieval performance achieved using different word vector representations learned under different settings and analyze the reasons for these differences in Section 5.5. Section 5.6 concludes this chapter with some suggested directions for future work.

5.2 Word embedding based query expansion

One of the goals in this work is to study how word embeddings may be applied to QE for ad hoc retrieval. Specifically, we are looking for answers to the following research questions.

(RQ1) Does QE using the nearest neighbours of query terms improve retrieval effectiveness?

(RQ2) How does embedding based QE perform compared to an established QE technique based on relevance feedback like RM3 [86]?

We will start this section by exploring two different embedding based QE methods. We describe two QE methods that use the embeddings of individual query terms. The first method is a kNN based QE method that makes use of the basic idea outlined in Section 5.1. Unlike pseudo relevance feedback (PRF) based QE methods, this method does not require an initial round of retrieval. The second approach we tried is a straightforward variation of the first approach that uses word embeddings in conjunction with a set of pseudo relevant documents. Finally, we describe how we obtain the embeddings of an extended query term set by using compositionality of terms. The nearest neighbours of this extended query term set are then used for QE. For both methods, we used word2vec [103] for computing word embedding.
5.2.1 Pre-retrieval kNN based approach ($Q_{E_{pre}}$)

Let the given query $Q$ be $\{q_1, \ldots, q_m\}$. In this approach, we define the set $C$ of candidate expansion terms as

$$C = \bigcup_{q \in Q} NN(q)$$  \hspace{1cm} (5.1)

where $q$ represents the embedding of $q$, and $NN(q)$ is the set of $K$ terms that are closest to $q$ in the embedding space. For each candidate expansion term $w$ in $C$, we compute the mean inner product similarity between $w$ and all the terms in $Q$ following Equation (5.2). The availability of vector for each term in the vocabulary makes it possible to measure the similarity between the two terms.

$$Sim(w, C) = \frac{1}{|C|} \sum_{q_i \in C} w \cdot q_i$$  \hspace{1cm} (5.2)

On the basis of this mean score of Equation (5.2), all terms in $C$ are sorted and the top $K$ terms, having the highest similarities, are selected as the actual expansion terms. The expansion term weights of the $K$ selected terms are computed by normalizing the expansion term score (mean similarity with respect to all the terms in $Q$) by the total score obtained by summing over all top $K$ expansion terms, as presented in Equation (5.3).

$$FW(w) = \frac{Sim(w, C)}{\sum_{w \in Q_K} Sim(w, Q)}$$  \hspace{1cm} (5.3)

5.2.2 Post-retrieval kNN based approach ($Q_{E_{post}}$)

In the pre-retrieval approach, no feedback information is utilized while selecting the expansion terms. Also, the candidate expansion terms are selected from the whole vocabulary. In our next approach, we use a set of pseudo-relevant documents (PRD) — documents that are retrieved at top ranks in response to the initial query — to restrict the search domain for the candidate expansion terms. Instead of searching for nearest neighbours within the entire vocabulary of the document collection, we consider only those terms that occur within PRD. The size of PRD may be varied as a parameter. The rest of the procedure for obtaining the expanded query is similar to that applied for the pre-retrieval QE method, discussed in Section 5.2.1.

5.2.3 Extending the query term set

For several queries, e.g., TREC query 390 (Orphan Drugs), query term $n$-grams convey the user’s information need far more accurately than the query terms taken individually. For such queries, the individual terms may have multiple associations (nearest neighbours) that are not related to the actual information need. Thus, for these queries, it might be better to look for nearest neighbours using the compositional sense of two or more words taken together. As pointed out in [103], an appropriate embedded representation of the conceptual meaning conveyed by the composition of two or more words can be obtained by simply adding the corresponding vectors in the embedding space. We use these ideas to obtain an extended query term set (EQTS) for any given query as follows.
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Given a query $Q$ consisting of $m$ terms $\{q_1, \ldots, q_m\}$, we first construct $Q_c$, the set of query word bigrams.

$$Q_c = \{(q_1, q_2), (q_2, q_3), \ldots, (q_{m-1}, q_m)\} \quad (5.4)$$

We define the embedding for a bigram $(q_i, q_{i+1})$ as simply $q_i + q_{i+1}$, where $q_i$ and $q_{i+1}$ are the embeddings of words $q_i$ and $q_{i+1}$. Next, we define the extended query term set (EQTS) $Q'$ as

$$Q' = Q \cup Q_c \quad (5.5)$$

We consider only the linear chain composition of $q_i$ and $q_j$ from left to right instead of considering all possible combinations, assuming coexisting terms (when $j - i = 1$) give more meaningful composition than terms $q_i$ and $q_j$ with other words appearing in between them (when $j - i > 1$).

$$C' = \bigcup_{q \in Q'} NN(q) \quad (5.6)$$

The effect of compositionality can be incorporated into the methods described in Sections 5.2.1–5.2.2 by replacing $C$ in Equations (5.1) and (5.2) by $C'$ obtained above, and applying it to compute the expansion term weight for a term $w$ in Equation (5.3).

5.2.4 Retrieval

In Equation (5.3), the expanded query is formed depending only on the terms similar to the original query terms ($Q$). In order to maintain the information contained in the original query model, the query model is linearly interpolated with the embedding based similarity weight following Equation (5.7). The actual retrieval can be done using any standard retrieval model. For our experiments, we used Language Model with two different smoothing techniques, specifically, Jelinek Mercer and Dirichlet smoothing [172, 175, 174].

$$FW'(w) = \phi P(w|Q) + (1 - \phi) FW(w) \quad (5.7)$$

In Equation (5.7), $F(w)$ represents the weight of the term $w$ based on the vector similarity (following Equation (5.3)). To select the $K$ candidate expansion terms, we can either use $Q$ - the actual query terms, or $Q'$ - the query terms along with its composed forms in Equation 5.3 (as discussed in Section 5.2.3). Note that, we are supposed to get two different set of expansion terms $C'$ and $C$ respectively depending on whether the composition of query terms is considered (Equation (5.6)) or not (Equation (5.1)). The interpolation parameter $\phi$ is used to combine the original unexpanded query with the expansion terms. In Equation (5.7), $P(w|Q)$ is the maximum likelihood estimation of the term $w$ being a query term.

5.3 Effects of embedding variations

In this section, we describe two important factors – viz., the effect of the i) choice of training collection and ii) term normalization – which can lead to variations in the embedded space of vectors thus potentially leading to differences in IR effectiveness. We also formulate and describe ways to measure the similarity between two different embeddings.
5.3.1 Measuring similarity between embeddings

Word vector embeddings are obtained through training on an underlying collection of documents. More formally, in skipgram model of word2vec \[103\], word vectors are obtained by sliding a context window pivoted at each word position and maximizing the likelihood of generating the context given the current word. Clearly, the context words surrounding the target word can be very different for different collections resulting in different representative vectors for the same word. Given two different embedded spaces \(E_1\) and \(E_2\), we now formally describe ways of measuring the similarity between them. By the property of the objective function of the word2vec algorithm, two word vectors \(x, y \in \mathbb{R}^d\) will have similar representations if the word \(y\) shares a fair amount of context terms with the word \(x\). Intuitively, two embedded spaces will be similar if there is considerable overlap in the set of neighborhood (top-\(k\) most similar) vectors around each word. Formally, this can be measured by the average Jaccard similarity between the top-\(K\) neighborhoods around each word in the two embedded spaces, i.e.,

\[
\sigma_k(E_1, E_2) = \frac{1}{|E_1 \cap E_2|} \sum_{x \in E_1 \cap E_2} \frac{|N^E_1_k(x) \cap N^E_2_k(x)|}{|N^E_1_k(x) \cup N^E_2_k(x)|},
\]

where \(N^E_k(x)\) denotes the neighborhood set of top-\(k\) most similar vectors around word \(x\) in embedding \(E\). The Jaccard similarity does not take into account the relative ranks of the neighborhood word vectors. A way to incorporate the rank information then is to measure the average Spearman’s correlation coefficient \(\rho\) (normalized within the range of \([0, 1]\) to be consistent with Equation 5.8), between the top-\(K\) neighborhoods, as follows.

\[
\rho_k(E_1, E_2) = \frac{1}{|E_1 \cap E_2|} \sum_{x \in E_1 \cap E_2} \frac{1}{2} \left(1 + \rho(N^E_1_k(x), N^E_2_k(x))\right)
\]

For both metrics, a higher value indicates higher similarity between two embedded spaces. In section 5.5, we use the metrics of Equations 5.8 and 5.9 to measure the similarity between embeddings learned over different collections and under different settings, and investigate the correlation between the differences in embedding spaces with differences in the performance of the downstream IR tasks.

5.3.2 Collection choice - target vs. external collection

Some reported studies on word embedding based approaches in IR use word vectors trained on respective document collections to improve retrieval performance \[62, 56\], while there are others that have used pre-trained word vectors \[169\]. Since the collection on which an embedding method is trained can play an important role in learning the relatedness between terms, an obvious choice is to use the underlying document collection of the retrieval system to learn the word vectors. The word vectors trained on the target retrieval collection are likely to capture the underlying term semantics specific to that collection, which can lead to improvements in IR effectiveness. The alternative is to use pre-trained vectors on large, external document collections that are often publicly available (e.g. word2vec, fastText, provide such pre-trained vectors for different languages). However, the term semantics learned with such generic collections, e.g. Wikipedia, may not capture the relevant associations between terms.
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required to improve IR effectiveness on a particular search collection, e.g. news-wire. This leads to our next research question, depending on the choice of collections while training the embedding model.

(RQ₃) Does it help to use word vectors trained over the target test collection instead of pre-trained word vectors on external corpora, as the former may better capture semantic relations of the target collection?

5.3.3 Choices for term normalization

Term normalization (e.g. stemming) plays an important role in IR. An intuitive pre-processing step is thus to apply stemming before training and directly learn the word vectors for stemmed roots. During retrieval, the stemmed query terms can then be exactly matched with the embedded word vectors. However, after training word vectors on a document collection that is not pre-processed, or when working with pre-trained word vectors trained on unprocessed collections, one needs to consider how to match the embedded word vectors with the index units of an IR collection (typically stemmed). We observed that the reported studies usually lack clarity regarding this matching step and this has led to differences in experimental setup when implementing the same retrieval methodology by different research studies. For instance, the work in [62] used pre-processing before training word vectors on the TREC Robust collection. However, when reproducing their results for a baseline, such pre-processing was not applied in [169]. We propose an indexing unit composition (IUC) method to resolve this normalization difference between the index terms and the word vectors by stemming the trained word vectors and composing (vector sum) the ones that yield identical stems (representative of equivalence classes). This yields a single vector representation for each equivalence class. Another alternative to account for term normalization differences could be to use an alternative embedding model, such as fastText [21], that implicitly performs term normalization by utilizing character n-grams. These experimental choices lead us to following research questions –

(RQ₄) What effect does embeddings trained on a stemmed collection have on IR performance compared to an unstemmed collection?

(RQ₅) What effect does using approximations such as IUC or different embedding model such as fastText have on IR performance?

In rest of the chapter, we first present the empirical results of the proposed QE methods on benchmark TREC datasets in Section 5.4. After discussing the performance of the proposed methods with two differently smoothed language model, we focus on the experiments on variations of embedding applied with the QE method (Section 5.5). We experimented with different datasets with embeddings learned on in-domain and out-domain text sources.
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5.4 Experiments on query expansion

5.4.1 Dataset overview

The query expansion experiments are performed on both TREC news and web collections. Specifically, we used TREC disks 1, 2 and disks 4, 5 (comprising of news articles) along with the topic sets for the TREC 1, 2, 3 and 6, 7, 8 respectively. For TREC disks 4 and 5, the Robust topic set is also used for experimentation. The proposed methods were also evaluated on TREC web track collection WT10G, GOV2 and ClueWeb09 - category B with corresponding topic sets. The characteristics of the datasets can be found in Table 2.1.

5.4.2 Indexing and word embeddings

At the time of indexing the test collections, we remove stopwords following SMART stopping list. Porter's stemmer is used for stemming of words. The text of the same document collection on which retrieval will be performed, is used (after stopword removal and stemming) for training the embedding models. Due to vocabulary size scale issue, for experiments on ClueWeb09 collection, the embedding learned on the GOV2 collection is used. The vectors are embedded in an abstract 200 dimensional space with negative sampling using 5 word windows on continuous bag of words model. For the training, we removed any words that appear less than three times in the whole corpus. These are as per the parameter settings prescribed in [103].

5.4.3 Parameter settings

While doing the experiments, only the title field of TREC topics is considered as query. The smoothing parameters exclusive to the respective models (λ and μ for LM-JM and LM-Dir respectively) are varied in the range [0.1, 0.9], and {100, 200, 500, 1000, 2000, 5000}. For each topic set, the retrieval parameters λ and μ are tuned separately; that is, the parameter producing the best performance while doing the baseline retrieval on the respective topic sets, is applied for both initial, as well as proposed expanded retrieval. The linear interpolation parameter φ (see Equation 5.7) is varied in the range [0.3, 0.7]. For the feedback based baseline method, RM3, the parameters are tuned for all the collections in the similar way as presented in Section 3.5.

The proposed expansion methods \(QE_{pre}\) and \(QE_{post}\) have two unique parameters: i) \(K\) - the number of expansion terms having the highest weights associated with them (following Equation (5.7)), and ii) \(ϕ\) - the interpolation parameter. Additionally, the feedback based method \(QE_{post}\) (Section 5.2.2) has one more parameter, the number of documents to use for feedback. To compare the best performance of the proposed methods, we explored all parameter grids to find out the best performance of the individual approaches. Specifically, the number of expansion terms \(K\) is varied in the range \{30, ..., 140\} in steps of 10. The interpolation parameter \(ϕ\) is varied from 0.1 to 0.9 in steps of 0.1. For the post-retrieval expansion, the number of feedback document is varied in the range \{10, ..., 30\} in steps of 10. Finally, we report the result after 5-fold cross-validation among all the results obtained. The results are reported in Table 5.2.
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<table>
<thead>
<tr>
<th>Method</th>
<th>wvec compo</th>
<th>TREC123</th>
<th>TREC678 Robust</th>
<th>WT10G</th>
<th>GOV2</th>
<th>CW09B</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM-JM</td>
<td>no</td>
<td>0.1967</td>
<td>0.2189</td>
<td>0.2658</td>
<td>0.1747</td>
<td>0.2313</td>
</tr>
<tr>
<td>QE_pre</td>
<td>yes</td>
<td>0.2153</td>
<td>0.2270</td>
<td>0.2846</td>
<td>0.1834</td>
<td>0.2459</td>
</tr>
<tr>
<td>QE_post</td>
<td>yes</td>
<td>0.2072</td>
<td>0.2243</td>
<td>0.2783</td>
<td>0.1817</td>
<td>0.2413</td>
</tr>
<tr>
<td>LM-Dir</td>
<td>no</td>
<td>0.2278</td>
<td>0.2246</td>
<td>0.2875</td>
<td>0.2192</td>
<td>0.2973</td>
</tr>
<tr>
<td>QE_pre</td>
<td>yes</td>
<td>0.2311</td>
<td>0.2266</td>
<td>0.2893</td>
<td>0.2215</td>
<td>0.2985</td>
</tr>
<tr>
<td>QE_post</td>
<td>yes</td>
<td>0.2406</td>
<td>0.2278</td>
<td>0.2936</td>
<td>0.2232</td>
<td>0.2995</td>
</tr>
</tbody>
</table>

Table 5.1: Comparison of performance in terms of MAP with and without applying composition (respectively using $C$ and $C'$ in Equation (5.2)).

5.4.4 Results

In the preliminary set of experiments, we compare the effect of applying composition, (replacing $C$ in Equations 5.1 and 5.2 by $C'$ obtained by Equation 5.6) when computing the similarity between an expansion term and the query, for the pre-retrieval expansion approach $QE\_pre$ (see Section 5.2.1). The effect of applying compositionality is tested separately for both language models (LM-JM and LM-Dir). In terms of MAP, the relative performance of $QE\_pre$ with and without composition is presented in Table 5.1. It is evident from the result that applying composition indeed affects the performance positively for all the topic sets, irrespective of the retrieval models used. Thus, in subsequent experiments with both proposed QE methods, we report the results after applying composition for similarity computation and expansion term selection.

Table 5.2 shows the performance of $QE\_pre$ and $QE\_post$, compared with the baseline LM models and feedback model RM3. From the table, it can be seen that both the QE methods based on word embeddings always outperform both the LM baselines (almost always significantly) in terms of all metrics. Among the QE methods, embedding based expansion with feedback ($QE\_post$) is always seen superior than its pre-retrieval counter-part. The performance of $QE\_post$ is seen to be superior than the RM3 (often significantly) for most of the topic sets in terms precision at rank 5 ($P@5$).

A query-by-query comparison between the baseline LM and post-retrieval method $QE\_post$ is presented in Figure 5.1. Each vertical bar in the figure corresponds to a query, and the height of the bar is the difference in AP for the baseline (LM-JM) and $QE\_post$ two methods for that query. Bars above X-axis corresponds to queries for which, the performance is getting improved by the proposed expansion method. The figure show that, as an expansion technique, the post-retrieval method ($QE\_post$) is generally safe: it yields improvements for most queries (bars above the X axis), and hurts performance for only a few queries (bars below the X axis).

In Figure 5.2, a query-by-query comparison between the post-retrieval QE ($QE\_post$) and RM3 is presented. From this figure, we notice an interesting trend of the proposed method. For half of the topics of TREC 678 and GOV2, we observe a relative improvement of $QE\_post$ over RM3 which implies that $QE\_post$ is almost equally effective as RM3 for average topics. However, for the topics of CW09B, we see a greater number of topics for which the performance of $QE\_post$ is superior than RM3. These experiments provide some answers to research
<table>
<thead>
<tr>
<th>Query</th>
<th>Method</th>
<th>LM-JM</th>
<th>LM-Dir</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MAP</td>
<td>P@5</td>
</tr>
<tr>
<td>TREC 123</td>
<td>Baseline</td>
<td>0.1967</td>
<td>0.4213</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{pre}}$</td>
<td>0.2153</td>
<td>0.4867</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{post}}$</td>
<td>0.2344</td>
<td>0.5013*</td>
</tr>
<tr>
<td></td>
<td>RM3</td>
<td>0.2507*</td>
<td>0.4653*</td>
</tr>
<tr>
<td>TREC 678</td>
<td>Baseline</td>
<td>0.2189</td>
<td>0.4160</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{pre}}$</td>
<td>0.2270*</td>
<td>0.4373</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{post}}$</td>
<td>0.2407*</td>
<td>0.4693*</td>
</tr>
<tr>
<td></td>
<td>RM3</td>
<td>0.2480*</td>
<td>0.4440*</td>
</tr>
<tr>
<td>Robust</td>
<td>Baseline</td>
<td>0.2658</td>
<td>0.4364</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{pre}}$</td>
<td>0.2846*</td>
<td>0.4889*</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{post}}$</td>
<td>0.2959*</td>
<td>0.5030*</td>
</tr>
<tr>
<td></td>
<td>RM3</td>
<td>0.3309*</td>
<td>0.4929*</td>
</tr>
<tr>
<td>WT10G</td>
<td>Baseline</td>
<td>0.1747</td>
<td>0.3152</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{pre}}$</td>
<td>0.1834</td>
<td>0.3172</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{post}}$</td>
<td>0.1939*</td>
<td>0.3414*</td>
</tr>
<tr>
<td></td>
<td>RM3</td>
<td>0.2094*</td>
<td>0.3394*</td>
</tr>
<tr>
<td>GOV2</td>
<td>Baseline</td>
<td>0.2313</td>
<td>0.4698</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{pre}}$</td>
<td>0.2457</td>
<td>0.5087</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{post}}$</td>
<td>0.2636*</td>
<td>0.5705*</td>
</tr>
<tr>
<td></td>
<td>RM3</td>
<td>0.2638*</td>
<td>0.4134</td>
</tr>
<tr>
<td>CW09B</td>
<td>Baseline</td>
<td>0.1138</td>
<td>0.1687</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{pre}}$</td>
<td>0.1199*</td>
<td>0.2020</td>
</tr>
<tr>
<td></td>
<td>$Q_{E_{post}}$</td>
<td>0.1697*</td>
<td>0.2727*</td>
</tr>
<tr>
<td></td>
<td>RM3</td>
<td>0.1540*</td>
<td>0.2505*</td>
</tr>
</tbody>
</table>

Table 5.2: Different evaluation metrics for baseline retrieval and various embedding based QE strategies including RM3. A * in the QE rows denotes a significant improvement over the baseline. A $p$, $s$ and $r$ in the QE metrics with optimal performance denotes a significant improvement over the pre-retrieval, post-retrieval and RM3 based QE techniques respectively.

5.4.5 Discussion

Query expansion intuitively calls for finding terms which are both “similar” to the query, and which occur frequently in (pseudo) relevant documents. In the proposed embedding based QE techniques, only the terms which are semantically similar to the query terms in the collection-level abstract space are considered as the expansion terms. More precisely, in the pre-retrieval QE method $Q_{E_{pre}}$, expansion terms are selected from the entire vocabulary.
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Figure 5.1: Comparison of baseline and post-retrieval QE with respect to AP for individual queries.
Figure 5.2: Comparison of RM3 and post-retrieval QE with respect to AP for individual queries.
based on the similarity with query terms (or, composed query terms). In the post-retrieval expansion model $QE_{post}$, the vocabulary is restricted to terms occurring in top-ranked documents (as retrieved using the initial query). Thus, candidate expansion terms are obtained only from documents with a relatively high vocabulary overlap with the query. This mitigates the risk of query drift to an extent. The post-retrieval approach ($QE_{post}$) thus performs better as compared to its pre-retrieval counter-part $QE_{pre}$. Moreover, due to the reduction in the size of the search space, the expansion process for $QE_{post}$ is also significantly faster than its pre-retrieval counter-part. Due to the generalization that occurs when training the vector representation of the words on the entire corpus, however, the effect of query drift cannot be completely nullified.

Specifically, the techniques fail to capture the other features (such as co-occurrence frequency of a candidate expansion term with query terms) of state-of-the-art traditional expansion methods. Not surprisingly, as seen in Table 5.2, the performance of RM3 is often significantly better than the proposed methods. This indicates that co-occurrence statistics are more powerful than the similarity in the abstract embedding space. As suggested above, the reason RM3 works better than the embedding based QE, may be attributed to the generalization of context that occurs while training the embedding model. The embedding model we used, *word2vec*, does not capture the document level or collection level difference in context due to the generalization. In spite of this, we have seen a consistent (often significant) improvement of precision at rank 5 ($P_{@5}$) over RM3 by $QE_{post}$ for almost all topics. Another observation we can make from Table 5.2 is, the percentage of improvement over the initial retrieval is notable for both $QE_{pre}$ and $QE_{post}$ when the retrieval is performed using LM-JM as contrasted to LM-Dir.

Even though the simplicity of the methods puts them at an obvious disadvantage, the same simplicity has an advantage that will become clear in the next section: because both techniques are fairly straightforward, there are fewer confounding factors when studying how retrieval effectiveness changes with variations in the underlying embedding method.

### 5.5 Performance variations with different embeddings

In this section, we will discuss about the empirical effect on performance of the proposed QE method due to variability in the applied embedding model. The objective of this experiments is firstly to investigate what parameters of word2vec can lead to significant differences in the embedded space. We first conduct a set of experiments to measure the inter-embedding similarities between a set of embedded vector spaces with different settings. We then study the propagation effects of differences in embedded spaces on IR effectiveness.

#### 5.5.1 Dataset and embedding settings

We use three different standard IR collections and learn word embeddings over them under different settings. Each embedding setting corresponds to a permutation of the following three components.

- Training algorithm: either *word2vec* or *fastText*.
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<table>
<thead>
<tr>
<th>Collection</th>
<th>Normalization</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wikipedia</td>
<td>Unprocessed</td>
<td>Wk-U</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>Composed (Post)</td>
<td>Wk-C</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>Stemmed (Pre)</td>
<td>Wk-S</td>
</tr>
<tr>
<td>TREC Robust</td>
<td>Unprocessed</td>
<td>Rb-U</td>
</tr>
<tr>
<td>TREC Robust</td>
<td>Composed (Post)</td>
<td>Rb-C</td>
</tr>
<tr>
<td>TREC Robust</td>
<td>Stemmed (Pre)</td>
<td>Rb-S</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Collection</th>
<th>Normalization</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT10G</td>
<td>Unprocessed</td>
<td>WT-U</td>
</tr>
<tr>
<td>WT10G</td>
<td>Composed (Post)</td>
<td>WT-C</td>
</tr>
<tr>
<td>WT10G</td>
<td>Stemmed (Pre)</td>
<td>WT-S</td>
</tr>
<tr>
<td>GOV2</td>
<td>Unprocessed</td>
<td>Gv-U</td>
</tr>
<tr>
<td>GOV2</td>
<td>Composed (Post)</td>
<td>Gv-C</td>
</tr>
<tr>
<td>GOV2</td>
<td>Stemmed (Pre)</td>
<td>Gv-S</td>
</tr>
</tbody>
</table>

Table 5.3: Names for different experiment settings.

- Training collection: on which embeddings are trained, either target or external.
- Term normalization applied before/after learning word embeddings.

As concluded in [183], the choice of parameter settings applied while training the embedding model, specifically dimension, size of window and models (cbow or skipgram) can hardly affect the performance\(^2\). Hence, without varying further, we experimented with the following settings for both word2vec and fastText. For both word2vec and fastText, cbow model is used with context window size set to 10 and 5 respectively. The dimension of the vectors is set to 200 and 100 for word2vec and fastText respectively. All the other parameters are set to their default values. For the training collection option, target indicates the collection on which retrieval is to be performed. We use TREC Robust, i.e. TREC disk 4, 5 excluding CR with topic ids 301-450 and 601-700 (indicated by Rb), WT10G (Wt) and GOV2 (Gv) collections for this purpose. The statistical overview of the test collections can be found in Table 2.1. The external option indicates that the embedding is learned on an external collection. As the external collection, we use the entire Wikipedia dump\(^3\) (November 2013) that was used in the Tweet contextualization track of CLEF-2013 [17]. The collection contains a total of 3,902,345 documents in xml format. While creating the text dump to train the embedding model, all structural metadata (such as html tags, urls etc.) are removed.

To study the effect of term normalization on performance, we experimented with the following three variations.

- **U** - No normalization or pre-processing (specifically stemming) of the words (other than case-folding and stopword removal) during word vector training.
- **C** - No pre-processing during word vector training, followed by a post-processing step of composition (vector-sum) of the words that yield identical stems.
- **S** - Pre-processing (specifically stemming with Porter stemmer [119]) each word of a collection before training word embedding.

Table 5.3 summarizes different settings used for learning different embedding variants.

5.5.2 Results and discussion

Next, to study the effect of different embedding variants on retrieval performance, we employ the embedded vectors for query expansion (QE) as proposed in Section 5.2.1. Specifically,
Equations (5.1) and (5.2) is used with $C'$ of Equation (5.6).

The cosine-similarity values of these nearest neighbors are used as their weights in $Q'$. We used Lucene for indexing and retrieval and implementing the above model. The pre-retrieval QE approach has been applied here with differently made embeddings.

Table 5.4: $k$ and $k$ (below and above diagonal of each cell, respectively) values between different embedding spaces. A value of $k = 60$ is used to compute the similarities. Since it is not possible to compute the inter-embedding similarities between an unstemmed space and a stemmed one without the application of IUC, some comparisons do not exist in the table, e.g. between the pair WT-C and WT-U.

Table 5.4 reports the similarity metrics $\rho_k$ and $\sigma_k$ (Equations 5.8 and 5.9) between embeddings learned using different collections and settings. Note how the embeddings learned from different collections differ significantly as measured by the two parameters. For example, the $\sigma_k$ values between Wk-U and the three collections (Rb-U, WT-U, Gv-U) lie between 0.56 and 0.60 indicating that the semantic concepts associated with the terms as captured by different collections vary significantly. Further, even when comparing the embeddings learnt over same document collection, we observe that normalization choices lead to very different embedding spaces. For example, word2vec embeddings for Rb-C and Rb-S have a $\sigma_k$ of 0.6057 indicating that even for the same underlying corpus, different normalization approaches can result in very different embedding spaces. Similar observations can be made for other settings and together, they lend significant weight to our initial hypothesis that embedding spaces can differ appreciably with variations in term normalization, stemming, etc. even if the underlying corpus remains same.

Next, we report the results of the word vector based QE approach on the three test collections in Table 5.5. We observe from the table that for word2vec embeddings, using the target corpus and some form of normalization (either composition (C) or stemming (S)) for learning embeddings, in general, helps in achieving significantly better performance than using embeddings learned from an external, un-normalized corpus. Further, note that from Table 5.4, the space of embedded word vectors trained on the unstemmed version of an external col-
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Collection exhibits lower similarity to the target corpus than that trained on a processed version (composed or stemmed). For example, \( \rho(Wk-U, Rb-U) \) is lower than \( \rho(Wk-S, Rb-S) \) (same applies for \( \sigma \) values). This indicates that the retrieval performance obtained using embeddings learned from unprocessed collection should be lower than that obtained with the processed collection. This can be verified from Table 5.5, which shows that word2vec QE MAP values for TREC-Rb with unprocessed Wikipedia (0.2280) is lower than that of composed and stemmed Wikipedia (0.2477 and 0.2496 respectively).

An intriguing observation is that this trend of getting better IR effectiveness with word2vec embeddings learned from normalized, target collections does not hold when fastText is used for learning embeddings. As we observe from Table 5.5, IR performance is better using fastText embeddings learned using un-normalized, external collection. One exception here is the GOV2 collection, where higher IR performance is achieved using target collection. We speculate that the reason for this observed behavior could be the way embeddings are learned by fastText. Unlike word2vec that works at individual word level, fastText first learns the embedded representations of character n-grams before combining them to obtain vectors for words. Therefore, it performs term normalization in an implicit manner and applying stemming before running fastText has the effect of reducing the number of character n-grams and altering their contexts, potentially leading to noisier representations of words.

Finally, for both word2vec and fastText, the post-processing step of composing unprocessed (whole) words into indexing units (stems) yields results that lie between the two extremes of learning the embeddings on unprocessed and stemmed collections. Given that in many cases training embedings on target corpus may not be feasible due to time and resource constrains, our experiments suggest that in such cases, it may be a better trade-off to use easily available pre-trained word vectors trained on large unprocessed collections (such as Google-News) and applying compositions such as proposed in this chapter (IUC) to make use of advantages offered by term-normalization.

5.6 Summary

In this chapter, we introduced some query expansion methods based on word embedding technique. Experiments on standard text collections show that the proposed methods are performing better than unexpanded baseline model. However, they are significantly inferior than the feedback based expansion technique, such as RM3, which uses only co-occurrence based statistics to select terms and assign corresponding weights.

We also investigated the impact of term normalization and collection choices in learning word embeddings and their effect on ad hoc retrieval performance. We proposed two metrics for measuring the similarities between the embedded spaces of word vectors obtained under different settings.
### 5.6. Summary

<table>
<thead>
<tr>
<th>Method</th>
<th>Domain</th>
<th>Normalization</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Rb</td>
</tr>
<tr>
<td>No QE</td>
<td></td>
<td></td>
<td>0.2355</td>
</tr>
<tr>
<td>Word2vec</td>
<td>External</td>
<td>Unprocessed (U)</td>
<td>0.2280*</td>
</tr>
<tr>
<td>Word2vec</td>
<td>External</td>
<td>Composed (C)</td>
<td>0.2477*U</td>
</tr>
<tr>
<td>Word2vec</td>
<td>External</td>
<td>Stemmed (S)</td>
<td>0.2496*UC</td>
</tr>
<tr>
<td>Word2vec</td>
<td>Target</td>
<td>Unprocessed (U)</td>
<td>0.2272*</td>
</tr>
<tr>
<td>Word2vec</td>
<td>Target</td>
<td>Composed (C)</td>
<td>0.2486*U</td>
</tr>
<tr>
<td>Word2vec</td>
<td>Target</td>
<td>Stemmed (S)</td>
<td><strong>0.2520*UCE</strong></td>
</tr>
<tr>
<td>FastText</td>
<td>External</td>
<td>Unprocessed (U)</td>
<td><strong>0.2502*CST</strong></td>
</tr>
<tr>
<td>FastText</td>
<td>External</td>
<td>Composed (C)</td>
<td>0.2445*</td>
</tr>
<tr>
<td>FastText</td>
<td>External</td>
<td>Stemmed (S)</td>
<td>0.2432*</td>
</tr>
<tr>
<td>FastText</td>
<td>Target</td>
<td>Unprocessed (U)</td>
<td>0.2452*</td>
</tr>
<tr>
<td>FastText</td>
<td>Target</td>
<td>Composed (C)</td>
<td>0.2473*U</td>
</tr>
<tr>
<td>FastText</td>
<td>Target</td>
<td>Stemmed (S)</td>
<td>0.2463*</td>
</tr>
</tbody>
</table>

Table 5.5: Embedding based QE effectiveness with various settings on standard IR collections. A ‘*’ indicates significance (paired t-test with 95% confidence) w.r.t ‘No-QE’; U, C and S indicate significance w.r.t Unprocessed, Composed and Stemmed, respectively. For any method-normalization pair, E and T respectively indicates significant differences between the External and Target collections.
Chapter 6

Word embedding based pseudo relevance feedback

6.1 Introduction

Standard information retrieval (IR) models for text search, as discussed in Section 2.2, are based on the mutual term independence assumption. Specifically, the occurrence of any term in the document is not considered to be dependent on the presence or absence of any other term. Incorporating representation of term dependencies within the framework of IR is generally expected to improve retrieval effectiveness. The traditional methods to incorporate terms dependencies range from representing terms in a reduced dimensional space by algebraic or probabilistic approaches [50, 83] to making use of generative models for term dependence that are based on word translation models or latent topic models [18, 158]. However, none of these methods provide a way of representing semantic relations involving multi-word concepts, such as the semantic equivalence between the term ‘osteoporosis’ and the concept expressed together by the terms ‘bone’ and ‘decay’.

As discussed in Section 2.4, the recently developed theory of word embeddings [103], where a word, instead of being treated as a categorical variable, is transformed into a vector of real numbers, opens up a new avenue for exploring the benefits of leveraging term compositionality in the context of IR. One of the most powerful features of word embeddings is that the addition of word vectors corresponds to a semantic composition of the terms. Thus, addition of the vectors for ‘bone’ and ‘decay’ yields a vector that is in close proximity (within the embedded vector space) to the vector for ‘osteoporosis’. Most of the existing research exploring the use of word embeddings for IR has involved improving the effectiveness of initial retrieval via improved document representations that incorporate semantic similarities between terms [157, 92]. For instance, the work in [157] represents documents and queries as composed vectors of their constituent words in order to compute the semantic similarity between them. The compositional characteristic of the word vectors has also been used in [178] to learn the weights of query terms during retrieval. The word embedding based query expansion method, proposed in Chapter 5, is an ad-hoc procedure where the feedback information

* Some material from [133] has been reused in this chapter.
is seen to be incompetent.

In this chapter, we systematically examines the use of word vector embeddings for relevance feedback (RF) and query expansion (QE). This is an interesting direction for study because the additional information about the semantic relations between potential expansion terms (as captured by the distances between the corresponding vector embeddings) may be utilized to further improve retrieval effectiveness. In fact, this constitutes the key idea behind our proposed feedback method. The existing studies, which explore word embeddings for QE are somewhat ad-hoc in nature. For example, [66, 67] simply use the \( k \) nearest neighbours of a query word vector as additional query terms for the purpose of medical and advertisement search respectively. A major limitation of these approaches is that QE is done prior to the initial retrieval. As a result, these methods have no way of utilizing information which has been shown, in general, to be useful for RF; e.g. the co-occurrence of terms in the query with those in the top ranked documents, the document similarity scores, etc. (see [38] for an axiomatic analysis of RF). The results reported in Chapter 5 are also shown to be inferior than feedback based method, specifically RM3 [86].

Despite using statistical term co-occurrences, standard RF models cannot take into consideration term compositionality beyond phrases and term proximity. The goal of this study is to develop a formal RF model that provides an impeccable way to incorporate both semantic relationships and compositionality between terms along with term co-occurrence information. The key idea of the proposed method is that the embeddings of each of the query word to be treated as data points, around which kernel functions can be placed in order to construct a kernel density estimator of the underlying probability density function that generates the observed query word vectors. We argue that the proposed model provides a framework to utilize term compositionality during QE. Intuitively speaking, the (Gaussian) kernels placed around the data points (query word embeddings) ensure that a word which is semantically related to a query term (i.e. close to a query term vector in the embedding space), is assigned a high likelihood by the estimated density function. The terms having the highest probabilities may then be selected as expansion terms. A composed word vector (denoting the concept represented by the addition of two or more query term vectors) can be treated as an additional data point to control the shape of the density function in its local neighborhood. The implication of this is, terms in top ranked documents that are semantically related to the composed concept will be assigned a high probability. For example, the word ‘china’ will get a high probability due to the contribution from the composed word vectors of ‘hong’ and ‘kong’; however separately, the terms may be associated with uncorrelated words (e.g. ‘king’ as in ‘king kong’).

The empirical experiments of the proposed method is conducted over several TREC benchmark datasets, specifically TREC123, TREC678 and Robust topic sets on adhoc news collections and WT10G web collection. The results show that the proposed feedback method significantly outperforms the standard relevance model (RLM). The remainder of this chapter is organized as follows. Section 6.2 reviews some related research. Section 6.3 provides a basic background of Kernel Density Estimation. Section 6.4 describes the proposed word embedding based relevance feedback method. Section 6.5 discusses how word compositionality
6.2 Related work

Similar to our work on application of kernel density estimation, the work in [57] applies KDE in microblog retrieval for reranking the set of initially retrieved tweets based on the time-stamps of the documents. In our work, we apply KDE on the word vectors rather than on the time scale. Other work on applications of word vectors for modeling term dependence in indexed document representations is reported in Chapter 4 ([62]) for monolingual IR and [157] for cross lingual IR. Representing relative semantic distance between words derived from manually compiled resources, such as the ‘WordNet’, has been applied to weight query terms [113]. Contrastingly, in our work the relative distances between words is computed using vector space distance measures. Another approach to incorporate of semantic distances between terms is by the application of topic models, assuming that words in the same topic are semantically close to each other [167, 61]. However, neither of these two reported studies addresses word compositionality. Compositionality of query terms is investigated in [94], whereas [178] learns a regression model to predict optimal weights of query terms trained on available relevance judgments. A different approach to utilize the context of terms is proposed in [150], which applies principles of quantum mechanics to learn semantic representations for words and phrases to perform QE. To capture term dependencies in RF, a Markov random field based approach was reported in [102]. Similar to our work, the authors of [102] used a set of proximity-based features along with term-occurrence statistics. A limitation of [102] is that it cannot address word compositionality like the KDE RF models.

6.3 Brief introduction to Kernel Density Estimation (KDE)

In this section, we briefly describe kernel density estimation (KDE), a statistical technique for probability distribution estimation, which we utilize in our proposed RF model. Another basis of the proposed model is the RLM based feedback method [91, 86], the background of which can be found in Chapter 2.3.

Kernel density estimation (KDE) is a widely used non-parametric method of estimating the probability density function (PDF) of a continuous random variable. It is non-parametric...
because it does not assume any underlying distribution for the variable. Essentially, at every pivot point, a kernel function is created with the datum at its centre — this ensures that the kernel is symmetric around the datum. The PDF is then estimated by adding all of these kernel functions and dividing by the number of data. Formally, kernel density estimation can be defined as follows:

Let \( X = \{x_1, \ldots, x_n\} (x_i \in \mathbb{R}^d) \) are independent, identically distributed (IID) random samples drawn from some unknown distribution \( P \) with density function \( f \).

The shape of the density function \( f \) from which these points are sampled can then be estimated using KDE following Equation (6.1).

\[
\hat{f}(x) = \frac{1}{nh^d} \sum_{i=1}^{n} K\left(\frac{x - x_i}{h}\right) \tag{6.1}
\]

In Equation 6.1, \( \hat{f}(x) \) is the estimated value of \( f(x) \), the true density function, and \( K : \mathbb{R}^d \rightarrow \mathbb{R} \) is a kernel function scaled by a bandwidth parameter \( h > 0 \).

Equation 6.1 can be generalized to a weighted version of KDE in which the local kernel function around the \( i^{th} \) data point is weighted by \( \alpha_i \), where \( \sum_i \alpha_i = 1 \). The weighted version of KDE can be mathematically expressed in the following way:

\[
\hat{f}(x, \alpha) = \frac{1}{nh^d} \sum_{i=1}^{n} \alpha_i K\left(\frac{x - x_i}{h}\right) \tag{6.2}
\]

It can be seen from Equation 6.1 and 6.2 that KDE is a data driven method that can be thought of as estimating the density function with the help of a soft or smoothed histograms. This is conceptually illustrated in Figure 6.1. A histogram or discrete frequency distribution (Figure 6.1a) can be approximated by a sum of Gaussian kernels, each centred around one of the data points, as shown in Figure 6.1b. For this particular example, the mixture distribution (Figure 6.1c) is obtained by applying Equation 6.1, with the kernel \( K \) defined to be a Gaussian function centred around each \( x_i \).

In our work, as briefly discussed in Section 6.1, we treat the query terms as the observed sample points, and use KDE to estimate the latent distribution that generates the query terms. Further, the weights \( \alpha_i \) in Equation 6.2 are set according to the co-occurrence statistics computed over the feedback documents. In the context of our work, described in Section 6.4, we establish that the KDE-based RF method is a generalized way to estimate the RLM (discussed in Section 2.3). The advantage is that while the RLM can only take into account the statistical co-occurrence of terms computed at the level of documents, the proposed KDE-based approach can also incorporate semantic relationship between the terms with the help of word vector embedding.

### 6.4 KDE based relevance feedback

In this section, we first establish the working principle of our proposed model as a generalization to the RLM, following which, we describe the general schematics of the proposed method, and its relation with the RLM.
6.4. KDE based relevance feedback

The objective of this work is the same as that of RLM, which is to estimate the probability density function $P(w|R)$, where $R$ is the generative model of relevance. Since the only observed variables of this density function are the query terms, we approximate this distribution with $P(w|Q)$ (similar to RLM [91], discussed in Section 2.3). However, RLM (see Equation 2.10) only takes into account the document-level co-occurrence of terms, ignoring all semantic relationships between the terms. Our goal is to use semantic information as further evidence for better estimation of $P(w|Q)$.

In order to go beyond binary-term-independence based co-occurrence statistics based retrieval, we use word embedding scheme, specifically word2vec [103]. As discussed in Section 2.4, if a word $w$ and a query term $q_i$ are semantically related, they will occur in similar contexts; consequently, the vector embeddings of $w$ and $q_i$ will be in close proximity.

As the query terms are embedded as vectors, the probability density function $P(w|R)$ can therefore be estimated with kernel density estimation. For a careful observation of the workflow, imagine the existence of a continuous probability density function $f(w)$ from which the discrete probabilities $P(w|R)$ of the RLM (Equations 2.8 and 2.9) are sampled. The shape of this relevance density function is controlled by a set of pivot points consisting of the embedding of the query terms. The overall idea is illustrated in Figure 6.2, which shows a sample query with three terms $f(q_1; q_2; q_3)$. The existence of an embedded vector for each of the query terms makes it possible to define the notion of distances between them. This enables the relevance model probability distribution function to be visualized as a function pivoted around the query term vectors projected on a one dimensional line, as shown in Figure 6.2a.

In reality, each query terms are not equally important. However, the one dimensional KDE of Figure 6.2a considers each query term equally. The weighted version of the KDE for the relevance function is shown in Figure 6.2b, where in addition to the query points themselves, the shape of the function is also controlled by a set of weights $\alpha_1, \ldots, \alpha_k$, each weight $\alpha_i \in \mathbb{R}$ associated with the query term $q_i$. Intuitively speaking, these weights provide a mechanism to better control the shape of the density function. In general, for a query $Q = \{q_1, \ldots, q_k\}$, comprising $k$ terms, the probability density function for relevance, denoted by $f(w, \alpha)$, is estimated by KDE, as shown in Equation 6.3. In particular, to simplify the model description, we define the kernel function as a Gaussian one, as a result of which, the scaled kernel around
the query vector data point, \( q_i \), is defined as \( K(\frac{w-q_i}{h}) = \mathcal{N}(\frac{w-q_i}{h}, \sigma) \), a notation used to refer to a normal distribution of the scaled variable \( \frac{w-q_i}{h} \) parameterized by the mean \( \frac{w}{h} \) and standard deviation \( \sigma \).

\[
\begin{align*}
f(w, \alpha) &= \frac{1}{kh} \sum_{i=1}^{k} \alpha_i K(\frac{w-q_i}{h}) \approx \sum_{i=1}^{k} \alpha_i \mathcal{N}(\frac{w}{h}; \frac{q_i}{h}, \sigma) \\
&= \sum_{i=1}^{k} \alpha_i \frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{(w-q_i)^T(w-q_i)}{2\sigma^2 h^2}\right)
\end{align*}
\]

(6.3)

It is important to note that the vector embedding of the words of the collection makes it possible to define and compute the value of \( w-q_i \) as a distance measure, e.g. the squared Euclidean distance, \((w - q_i)^T(w - q_i)\), between two word vectors \( w \) and \( q_i \).

To see the relation of one dimensional KDE with the standard RLM, imagine that the document boundaries of the top retrieved documents are ignored, i.e., we consider the union of the terms present in the top ranked documents as a single document model (unlike the models described in Section 2.3). That is, instead of considering separate document models for each of the pseudo relevant documents, we take the union of the terms present in the top ranked documents as a urn with terms from those documents. It is easy to see that this leads us to a slightly different interpretation of the IID sampling based RLM, as shown in Equation 6.4 (compare it with Equation 2.8).

\[
P(w|R) = P(w|M) \prod_{i=1}^{k} P(q_i|M)
\]

(6.4)

In Equation 6.4, \( M \) represents the set of terms of the union of \( M \) top ranked documents retrieved for query \( Q \). \( P(w|M) \) and \( P(q_i|M) \) are computed by MLE. Note that for a term \( w \) to have a high likelihood of being sampled from this relevance model, it needs to occur frequently in the set of top ranked documents. This is because to maximize \( P(w|R) \), both \( P(w|M) \), i.e., the normalized frequency of term \( w \) in the set of top ranked documents, and \( P(q_i|M) \), i.e. the normalized frequency counts of the query terms in the set of top ranked documents, should be maximized.

With appropriate choice of the weight vector \( \alpha \), the density function, estimated from Equation 6.3, conforms to this characteristic, i.e., frequently co-occurring terms are assigned higher likelihoods values. Defining \( \alpha_i = P(w|M)P(q_i|M) \) and substituting in Equation 6.3 yields Equation 6.5.

\[
f(w) = \sum_{i=1}^{k} P(w|M)P(q_i|M) \frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{(w-q_i)^T(w-q_i)}{2\sigma^2 h^2}\right)
\]

(6.5)

For a term non-query term \( w \), the closer \( w \) is to a query point, the higher is the value of this density function. This can be observed in Figure 6.2a which shows two terms \( w_1 \) and \( w_2 \) in the neighbourhood of a query term \( q_2 \). As \( w_2 \) is closer to \( q_2 \) than \( w_1 \), the value of the density function at \( w_2 \), i.e. \( f(w_2) \) will be higher than that at \( w_1 \), i.e. \( f(w_1) \).

Thus, while the traditional relevance model of Equation 2.8 (simplified to Equation 6.4) can only take into account the statistical co-occurrence of terms, the KDE-based relevance
model can estimate $P(w|R)$ values by additionally considering the semantic relationships between the terms with the help of vector embeddings. The semantic relationship between words provides more reliable evidence than co-occurrence statistics because of the local contexts involved in deducing the term relationships. This makes the KDE-based model more general than the standard RLMs.

### 6.4.2 Two dimensional KDE

While developing the one dimensional KDE model, the set of all top ranked documents was considered as a single document model. We now generalize the one dimensional KDE to two dimensions so as to weight the contributions obtained from different documents in the ranked list separately. This idea is graphically shown in Figure 6.3. For a query consisting of $k$ terms, $Q = \{q_1, \ldots, q_k\}$, instead of $k$ pivot points, as in the one dimensional KDE, we now consider $kM$ points, where $M$ is the number of feedback documents. Each pivot point represents a query term $q_i$ ($i = 1, \ldots, k$) occurring in a document $D_j$ ($j = 1, \ldots, M$); the points being shown in a grid layout in Figure 6.3. The y-axis, in this case, represents the normalized term frequency of query terms in respective feedback documents. The x-axis corresponds to the query term vectors without any order, similar to one dimensional KDE (Figures 6.2a and 6.2b). The shape of the density function, which is now a mixture of two dimensional Gaussians, is shown as contour lines.

It can be seen from Figure 6.3 that the value of the density function is maximum at the pivot points themselves and gradually decreases with increasing neighbourhood size. This is shown with different shades of grey in Figure 6.3, where a darker shade denotes a higher value for the density function and a lighter one denotes a smaller value. In this model, unlike the one dimensional counterpart, the shape of the density function, not only depends on the distance of a term from a query word vector (along the x-axis as in the one dimensional model), but also on the likelihood of sampling that query term from a particular feedback document (along the y-axis), as seen from the different shades of the contour lines in Figure 6.3. The value of the density function decreases slowly for the document $D_1$, the top ranked one, as can be seen from the three contour regions of darker shades centred around the query points. The value of the density function decreases more rapidly for document $D_3$, as can be seen from the shades of gray lighter than those of $D_2$ and $D_1$ making up the contour regions.
Formally speaking, the kernel functions around the data points, that are used to estimate the density function, are bivariate normal distributions. A pivot point \(x_{ij} = (q_i, D_j)\) in this two dimensional space encapsulates the word vector for the \(i^{th}\) query word \(q_i\) and its normalized term frequency in feedback document \(D_j\), i.e. \(P(q_i|D_j)\). For simplicity, we define the covariance matrix \(\Sigma\) as a diagonal matrix with equal covariance \(\sigma\) for both the dimensions (notice in Figure 6.3 that the contours are circles instead of ellipses).

\[
\begin{align*}
    f(x, \alpha) &= \frac{1}{kMh^2} \sum_{i=1}^{k} \sum_{j=1}^{M} \alpha_{ij} K\left(\frac{x - x_{ij}}{h}\right) = \sum_{i=1}^{k} \sum_{j=1}^{M} \alpha_{ij} \frac{1}{(2\pi \sigma^2)^{1/2}} \exp\left(-\frac{1}{2\sigma^2}(x - x_{ij})^T(x - x_{ij})\right) \\
    &= \sum_{i=1}^{k} \sum_{j=1}^{M} \alpha_{ij} \frac{1}{2\pi \sigma^2} \exp\left(-\frac{1}{2\sigma^2 h^2}(x - x_{ij})^T(x - x_{ij})\right) 
\end{align*}
\]

(6.6)

With this simplifying assumption about the bivariate normals, the density function estimation for a point \(x = (w, D_j)\) is shown in Equation 6.6. Substituting the values of \(x\) and the pivot points \(x_{ij}\) in Equation 6.6, we get Equation 6.7.

\[
\begin{align*}
    f(x, \alpha) &= \sum_{i=1}^{k} \sum_{j=1}^{M} \frac{\alpha_{ij}}{2\pi \sigma^2} \exp\left(-\frac{(w - q_i)^2 + (P(w|D_j) - P(q_i|D_j))^2}{2\sigma^2 h^2}\right) \\
    &= \sum_{i=1}^{k} \sum_{j=1}^{M} \frac{\alpha_{ij}}{2\pi \sigma^2} \exp\left(-\frac{(w - q_i)^2}{2\sigma^2 h^2}\right) 
\end{align*}
\]

(6.7)

In Equation 6.7, the values for the weights for the kernels, \(\alpha_{ij}\), are set to \(P(w|D_j)P(q_i|D_j)\), analogous to the weights set for Equation 6.5. From Equation 6.7, we can observe that a term \(w\) in document \(D_j\), denoted as the two dimensional vector \(x\), will get a high value of the density function if:

1. the embedded vector of \(w\) is close to the query terms \(q_i, i = 1 \ldots k\), or in other words, \(w\) is semantically related to the query terms; and
2. \(w\) frequently co-occurs with the query terms in each top ranked document \(D_j, j = 1 \ldots M\).

To see the relationship of the 2 dimensional KDE with the RLM, note that to maximize \(P(w|R)\) in Equations 2.8 and 2.9, the MLE estimates \(P(q|D)\) and \(P(w|D)\) should be maximized. Maximizing both would amount to minimizing their relative difference, i.e. \(P(w|D) - P(q|D)\) thus contributing to maximizing \(f(x, \alpha)\) in Equation 6.7.

Further, in comparison to the RLM, the two dimensional KDE method of RF is more general because in addition to the term sampling probabilities from individual documents, it can also accommodate the distances between the word vector, or in other words, the semantic similarity between a word in the set of top documents and the query terms. As the two dimensional KDE-based RF method is a more fundamental model than the one dimensional counterpart, the experimental results of only the two dimensional model is presented in this chapter.

### 6.5 Word compositionality

After introducing the KDE-based RF model and establishing it as a generalization of the RLM in Section 6.4, in this section, we discuss how the KDE-based RF model makes provision for the incorporation of word compositionality.
6.5. Word compositionality

6.5.1 Compositions in KDE based RF

As discussed in Section 2.4, the conceptual meaning of the composition of two or more words can be achieved by performing an addition operation over the embedded vectors [103]. In this section, we formally present how the compositionality of term-concepts are integrated in the proposed model to better capture the semantic relationships.

Extending the set of pivot points

The proposed KDE-based RF, provides a natural way to incorporate compositionality. To elaborate on this, recall that the density estimation of the relevance model is done with a set of pivot points corresponding to the query word vectors (see Equations 6.5 and 6.7). Now, this set of pivot points can be extended to include the compositions between the query terms. The idea is illustrated in Figure 6.4. Figure 6.4a shows the shape of the one dimensional KDE function \( f(w) \) for a query comprised of two terms \( q_1 \) and \( q_2 \). It can be seen how the shape of the function changes after including the pivot point \( q_1 + q_2 \) in the density estimation, due to the additional kernel function around the composed word in Figure 6.4b. In fact, the sampling likelihood of a term \( w \) in a neighbourhood around the composed point \( q_1 + q_2 \) increases with the addition of the composed point. This is useful when the meaning of the composed term is more focused than its constituent terms. For example, addition of the vectors for ‘bone’ and ‘disease’ yields a vector that is likely to be in close proximity to the vector for the word ‘osteoporosis’. It is easy to see that the same arguments apply for the two dimensional KDE as well. The weight of the new pivot point can then be set to the average of the weights of the constituent points, composition of which formed the new point.

Deriving composed words

To get the composition of vectors, we employ the same procedure that we applied for query expansion in Section 5. Given a query of \( k \) terms, \( Q = \{q_1, \ldots, q_k\} \), we obtain the set \( Q_c \), comprised of \( k - 1 \) composed query points, as shown in Equation 5.4. The query used for KDE RF in Equations 6.3 and 6.7 is then follow Equation 5.5, with the composed vectors of the form \( q_i + q_{i+1} \) acting as additional data points for the density estimation. We consider only the
linear chain composition from left to right instead of considering all possible combinations, because the query terms are formulated in such a way that it is mostly unlikely that \( q_i \) and \( q_j \) \((j - i > 1)\) would refer to a meaningful composition with other words appearing in between them.

**Relevance feedback with concepts**

It should be noted that we do not need to find meaningful word compositions from either the whole collection, which is computationally expensive, or even from the set of feedback documents. Instead, the inherent non-parametric (data driven) characteristic of the KDE feedback ensures that the desired word composition effect can be achieved from the query side in a computationally efficient way. It is easy to see that even without explicitly extracting a term \( w \), say ‘osteoporosis’, which is closest in meaning with respect to the concept represented by the composition, say ‘bone decay’ \( (q_1 + q_2) \), the KDE feedback model is able to assign a high likelihood of relevance to such terms which are close to the composed word vector (see Equations 6.3 and 6.7, and Figure 6.4). If the composition of two query terms does not refer to a concept that differs in meaning from the constituents terms, say \( q_i \) and \( q_{i+1} \), the additional pivot point will be close to either of the two points, \( q_i \) or \( q_{i+1} \). The shape of the density function will not change significantly in such a case. Thus, the KDE-based RF model provide a natural way to achieve concept based RF without the computational overhead of checking meaningful compositions in the collection or pseudo-relevant documents.

We summarize our proposed KDE-based RF method and the utilization of word compositions within its framework in Algorithm 2. Following the exposition in [86], we linearly interpolate the derived density function with the underlying query model (similar to Equation 2.10) to compute the overall mixture model used for our KDE-based RF based experiments.

### 6.6 Evaluation

The objective of our experiments is to investigate whether semantic information (relative semantic similarities between terms), when used in conjunction with co-occurrence statistics within the top ranked documents, can improve IR effectiveness. To explore the potential of the models, we report results obtained after a second-round retrieval using an expanded query. For these experiments, the expansion terms are selected using the \( P(w|R) \) values obtained after linearly interpolating query model with estimated KDE (Equation (6.7)). These experimental results are reported in the following section.

#### 6.6.1 Experimental setup

**Datasets**

Our experiments were conducted on several standard TREC adhoc test collections. Specifically, we used TREC disks 1, 2 and disks 4, 5 (comprising of news articles) along with the topic sets for the TREC 1, 2, 3 and 6, 7, 8 respectively. For TREC disks 4 and 5, the Robust topic set is also used for experimentation. To see the effectiveness of the proposed method on the web.
Algorithm 2: 2-dim KDE Relevance Feedback

Data: Query $Q = \{q_1, \ldots, q_k\}$
Data: Set of pseudo-relevant documents $M = \{D_j\}_{j=1}^M$

begin
\begin{verbatim}
// Modify the query $Q$ into $Q_c$
$Q_c = \bigcup_{i=1}^{k-1} (q_i + q_{i+1})$

PRD $\leftarrow$ All unique terms from $M$

// Iterate over each candidate expansion term
for each $w \in PRD$ do

\hspace{1em} $f(w) = 0$
\hspace{1em} $w \leftarrow LookupVec(w)$ // get vector for $w$
\hspace{1em} // Iterate over each pseudo-rel doc
\hspace{2em} for $m = 1, \ldots, M$ do

\hspace{3em} // Iterate over query terms
\hspace{4em} for $q \in Q_c$ do

\hspace{5em} $q \leftarrow LookupVec(q)$ // vector for $q$
\hspace{5em} $\alpha \leftarrow P(w|D_m)P(q|D_m)$
\hspace{5em} $dist_1 \leftarrow \text{EuclideanDist}(w, q)$
\hspace{5em} $dist_2 \leftarrow P(w|D_m) - P(q|D_m)$

\hspace{5em} $f(w) \leftarrow f(w) + \frac{\alpha}{\sigma^2} \exp\left(\frac{-dist_1^2 + dist_2^2}{2\sigma^2}\right)$

$EQ \leftarrow$ top $N$ terms with highest $f(w)$

Linearly interpolate query model with the terms of $EQ$

Re-retrieve
\end{verbatim}

end

---

collection, we experimented on TREC Web track collection WT10G, comprising web pages, along with the TREC 9 and 10 Web track topics. The dataset characteristics can be found in Table 2.1.

**Baselines and implementation tools**

As discussed in Section 2.3, language model based feedback method, specifically RLM [91] can be used with any retrieval methods. However, as the basics of RLM is based on language model, using LM based retrieval with RLM based qe methods is a popular practice among researchers. One of the fundamental aspect of the proposed KDE-based feedback method is based on RLM. Hence, while experimenting with the proposed method, we use language model based retrieval with both Jelinek-Mercer and Dirichlet smoothing. For the web collections WT10G, the cleaned index is used for both initial retrieval as well as for relevance feedback (see Section 3.6 for the explanation in favour of this choice). Since we argued in Section 6.4.2 that the two dimensional KDE-based RF is a generalization of the RLM, we used RLM as another baseline. More specifically, we used RM3, i.e. query mixture model with IID sampling (see Equation 2.10), as our RLM baseline method, since RM3 is reported to outperform the other variants of RLM [86, 97].

**Parameter settings**

There are two parameters specific to the KDE feedback models, $h$ - the bandwidth, and $\sigma$ - standard deviation of the Gaussians. Instead of exploring the full grid for these two parameters, in order to restrict the parameter settings to a tractable number of configurations, we
set the bandwidth parameter \( h \) to 1, and then varied the parameter \( \sigma \) to optimize the retrieval effectiveness in terms of mean average precision (MAP). Specifically, \( \sigma \) is varied from 0.1 to 0.9 in steps of 0.1. The intuition behind setting the value of \( h \) to 1 is that the distance between two word vectors always lies between 0 and 1. Thus it would be a reasonable choice to set \( h \) to 1, i.e., for each pivot point (query term), the points with distance of at most 0.5 \((h/2)\) from each pivot point were estimated to be similar to the query term. Along with the parameters specific to the proposed model, there are three general parameters for RLM based feedback models, \( i) \) \( M \) - the number of feedback documents, \( ii) \) \( N \) - the number of expansion terms, and \( iii) \) \( \phi \) - the prior weights of the query model. These parameters are set in accordance with the experiments reported in Chapter 3 and presented in Table 3.4. On a brief, we fixed \( M \) - the number of feedback documents to 10. The number of expansion terms \( N \) is varied in the range \{50, \ldots, 90\} and \{30, \ldots, 70\} (in steps of 10) respectively for LM-JM and LM-Dir based retrieval. The query mixing parameter \( \phi \) is varied from 0.3 to 0.7 in steps of 0.1 respectively.

The parameter associated with the retrieval models, specifically \( \lambda \) and \( \mu \) are varied respectively in the range \{0.7 – 0.9\} and \{1000, 1500, 2000\}. Therefore, we experiment on different values for four parameters, specifically \( i) \) \( \lambda \) or \( \mu \), \( ii) \) \( N \), \( iii) \) \( \phi \) and \( iv) \) \( \sigma \). The reported results are attained after performing 5-fold cross validation on different permutations of the above parameters varied in the previously discussed range. The tuning of \( \sigma \) is elaborated, separately for each of the topic sets, in the next section.

For KDE feedback experiments, word vectors are embedded with the help of \textit{word2vec} [103], trained on pre-processed content, i.e. stop words removed and stemmed with the Porter stemmer, extracted from the respective document collections. The number of dimensions for the word vectors was set to 200 and the neural network architecture used was the 'continuous bag-of-words' (cbow) model. Training was conducted with negative sampling. These were as per the parameter settings of [103].

### 6.6.2 Results

In this section, we report the results of the feedback based query expansion experiments conducted on each dataset with different topics. First we present the effect of parameter variation (specifically \( \sigma \)) in the proposed model. The retrieval results on TREC news and web topics are presented later in this section.

**Effect of varying sigma in retrieval performance**

The spread of the Gaussian kernels, \( \sigma \), is an important parameter to tune in the KDE feedback models. Values of the kernel width which are too small results in a sparse multi-modal density function which fails to capture the semantic relations between query terms and the words in the top ranked documents. A higher width of the Gaussians smooths out the effect and the density estimates become more reliable. Similarly, values of the kernel widths which are too high tend to over-smooth the peaks of the distribution centred around the query word vectors for the proposed KDE model.

Sensitivity of KDE based feedback to the parameter \( \sigma \) on the individual topic sets are shown in Figure 6.5. The results reported in Figure 6.5 for all the topic sets, the feedback
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Figure 6.5: Effect of varying $\sigma$ ($h$ set to 1) for KDE feedback model.

parameters, i.e. $M$, $N$ and $\phi$ are set to 10, 70 and 0.4 respectively. The retrieval is performed using LM-JM for all the topic sets both, for RM3 and KDERLM. From Figure 6.5, it can be seen that the best results with the proposed KDE based feedback are obtained when the value of $\sigma$ is set around 0.5 to 0.7. For TREC 123, the optimal performance is achieved when $\sigma$ is set to 0.6 (see Figure 6.5a). For the purpose of comparison, the figure also shows the MAP values obtained with the LM-JM and RM3 as constant lines, since these two methods do not depend on the $\sigma$ parameter. For small values of $\sigma$ less than 0.5, the results obtained with KDE feedback are worse than the MAP values obtained with RM3. With values of $\sigma$ above 0.5, the feedback model outperforms the RM3 counterpart. However, we see an exception for robust and WT10G topic sets; for these two topic sets, the performance of the KDE based model falls short of RM3 when $\sigma$ is set beyond 0.7.

Retrieval using language model

Results for all the topic sets using both language models (LM-JM and LM-Dir) are shown in Table 6.1. The following interesting observations can be made from Table 6.1.

Firstly, the KDE feedback model always outperforms RM3 and significantly outperforms the baseline LM-JM with respect to all three evaluation metrics (MAP, P@5 and Recall). The performance is significantly better than the RLM based model with respect to MAP for all topics when the retrieval is performed using LM-JM. This formally shows that the probability estimates, i.e. the $P(w|R)$ values, computed with the help of the KDE models act as better

---

3 paired $t$-test with 95% confidence measure
Term selection scores than those computed with RLM, and empirically validates the hypothesis that the semantic relationships between the words, represented by the distances between the word vectors, play an important role in improving the RLM model. Thus utilizing the word vector distances as a part of density estimation can result in selection of better terms for QE.

Secondly, it is seen that the performance improvement for retrieval using LM-JM is greater than LM-Dir. This is because LM-Dir is seen to be more a powerful retrieval model than LM-JM (as seen in Chapter 3) and starting from a weak baselines produces bigger improvements (this is seen to be true for both RM3 and KDERLM). Nonetheless, in case of retrieval using LM-Dir, KDERLM is mostly seen to be producing the best performance with respect to MAP (mostly significantly). Only case where RM3 is better than KDERLM (i.e. for WT10G), the difference of MAP between KDERLM and RM3 is insignificantly small (0.0002). Except for TREC 123 and Robust topic sets, precision at rank 5 is always seen to be better than RM3.

Irrespective of the retrieval model followed, the recall has improved significantly than the baseline retrieval and always seen to the optimal for KDERLM. This shows that integrating the semantic similarity component in the RLM model pulls up relevant documents that are not seen earlier.

### Summary

In this chapter, we have proposed a non-parametric statistical framework for making use of the embedded word vectors for RF. Instead of taking an ad-hoc approach to weight the co-occurrence statistics between terms of the top ranked documents and the query terms, we systematically establish this weighted co-occurrence computation with the help of kernel

---

**Table 6.1: Results of KDE feedback methods with QE when the retrievals are performed using LM-JelinekMercer and LM-Dirichlet.** All the parameters of the KDE-based feedback method, as well as the the parameters of the baseline methods are tuning using 5-fold cross-validation. * and † denote significance with respect to LM and RM3 respectively.

<table>
<thead>
<tr>
<th>Query</th>
<th>Method</th>
<th>LM-JM MAP</th>
<th>P@5</th>
<th>Recall</th>
<th>LM-Dir MAP</th>
<th>P@5</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1967</td>
<td>0.4213</td>
<td>0.4477</td>
<td>0.2278</td>
<td>0.5213</td>
<td>0.4942</td>
</tr>
<tr>
<td>TREC 123</td>
<td>RM3</td>
<td>0.2507*</td>
<td>0.4653*</td>
<td>0.5154*</td>
<td>0.2798</td>
<td>0.5320*</td>
<td>0.5521*</td>
</tr>
<tr>
<td></td>
<td>KDERLM</td>
<td>0.2661†</td>
<td>0.4798†</td>
<td>0.5373†</td>
<td>0.2809</td>
<td>0.5287</td>
<td>0.5564*</td>
</tr>
<tr>
<td>LM</td>
<td></td>
<td>0.2189</td>
<td>0.4160</td>
<td>0.5300</td>
<td>0.2246</td>
<td>0.4320</td>
<td>0.5258</td>
</tr>
<tr>
<td>TREC 678</td>
<td>RM3</td>
<td>0.2351*</td>
<td>0.4547*</td>
<td>0.5366</td>
<td>0.2529</td>
<td>0.4640*</td>
<td>0.5720*</td>
</tr>
<tr>
<td></td>
<td>KDERLM</td>
<td>0.2536†</td>
<td>0.4601†</td>
<td>0.5520†</td>
<td>0.2566†</td>
<td>0.4739†</td>
<td>0.5742*</td>
</tr>
<tr>
<td>Robust</td>
<td></td>
<td>0.2658</td>
<td>0.4364</td>
<td>0.7881</td>
<td>0.2875</td>
<td>0.5354</td>
<td>0.7956</td>
</tr>
<tr>
<td></td>
<td>RM3</td>
<td>0.3309*</td>
<td>0.4929*</td>
<td>0.8596*</td>
<td>0.3379*</td>
<td>0.5374</td>
<td>0.8594*</td>
</tr>
<tr>
<td></td>
<td>KDERLM</td>
<td>0.3420†</td>
<td>0.5043†</td>
<td>0.8596*</td>
<td>0.3426†</td>
<td>0.5253</td>
<td>0.8601*</td>
</tr>
<tr>
<td>WT10G</td>
<td></td>
<td>0.1747</td>
<td>0.3152</td>
<td>0.6377</td>
<td>0.2192</td>
<td>0.3537</td>
<td>0.7086</td>
</tr>
<tr>
<td></td>
<td>RM3</td>
<td>0.2094*</td>
<td>0.3394*</td>
<td>0.6743*</td>
<td>0.2295*</td>
<td>0.3697*</td>
<td>0.7113</td>
</tr>
<tr>
<td></td>
<td>KDERLM</td>
<td>0.2221†</td>
<td>0.3419†</td>
<td>0.6910†</td>
<td>0.2293*</td>
<td>0.3712*</td>
<td>0.7197*</td>
</tr>
</tbody>
</table>
density estimation (KDE). In particular, the terms of a query are considered to be the pivot points controlling the shape of the estimated probability density function. We argue that it is easy to incorporate the notion of word compositionality (the composed word referring to a different concept than those of the constituents) within our model by term wise vector addition of the query word vectors.

We evaluated our proposed feedback approach on a number of standard IR test collection, containing both news as well as web documents. Experiments demonstrate that the proposed KDE-based RF method significantly outperforms the relevance model based feedback methods, which only use statistical co-occurrences between query terms and words within top ranked documents. From the results, it can be concluded, that representing the words as vectors can effectively capture the semantic relationships between terms, and hence can act as sources of useful information for RF in addition to term co-occurrences. For RF, this semantic relationship between the terms, when systematically used inside the framework of a density estimation model, proves beneficial in modeling term relations effectively.

As a part of future work,
Chapter 7

Query performance prediction using word embedding

7.1 Introduction

Query performance prediction (QPP) is the task of automatically estimating (without any human inputs) the quality of the search results for a query. If a query is predicted to be “difficult”, i.e., the search results are estimated to be of poor-quality, this prediction may be used to selectively suggest further actions, such as query reformulation or relevance feedback, in an attempt to improve retrieval performance. Of course, retrieval quality depends on a very large number of factors. Predicting query performance, or equivalently, estimating the difficulty of a query, is therefore a challenging problem.

Researchers have attempted to identify various features that may indicate query difficulty. For example, a query may be difficult because it is ambiguous. Classic examples of ambiguous queries include ‘python’ (with the programming language or the snake as possible senses) and ‘Paris Hilton’ (referring to either the celebrity or the Hilton group of hotels in Paris). Although such queries are ambiguous, the underlying information need in the mind of the user issuing the query typically pertains to one of the possible senses of the query. The top ranked documents retrieved by an IR system may contain documents about different possible senses of the query. However, only a few among these documents, i.e., the ones which are related to the intended sense of the query, will be relevant. This can lead to poor IR effectiveness. Retrieval quality is also determined by the heterogeneity of the document collection on which the search is performed. If a user submits the query ‘python’ with the programming language sense of the term in mind, and the target collection consists of documents from the Computer Science domain only, search results could well be perfectly satisfactory.

Thus, the factors that affect retrieval performance for a query may be related to the actual expression of the user’s information need (e.g., query term ambiguity), or to the properties of the target collection (e.g., heterogeneity). Carmel et al. (2006) present a general model for the broad classes of factors affecting retrieval performance. This model is shown in Figure 7.1 (reproduced from [29]). In the figure, $Q$ represents a set of queries corresponding to an

*Some material from [134] has been reused in this chapter.*
information need, $R$ the set of relevant documents, $C$ the target document collection, and $d(\cdot, \cdot)$ represents various distance measures that may be interpreted as follows.

1. $d(Q, Q)$ represents query specificity. Intuitively, the space of possible queries corresponding to a specific and well-defined information need is relatively narrow. This corresponds to a small value of $d(Q, Q)$. On the other hand, a vague or under-specified information need may be represented by diverse queries, which result in a larger value of $d(Q, Q)$. Thus, a high value of $d(Q, Q)$ suggests that retrieval results may be unsatisfactory.

2. $d(Q, C)$ measures how discriminative the terms in query $Q$ are with respect to the collection $C$. Presence of informative (discriminative) terms in the query is likely to yield high retrieval effectiveness.

3. $d(R, C)$ estimates how well-separated the relevant documents are from the rest of the collection. A high value is indicative of potentially effective retrieval performance.

4. $d(R, R)$ is a measure of the topical diversity of the relevant information. A high value indicates that relevant document are diverse, and that a system may find it difficult to retrieve all the different aspects of the relevant information.

5. $d(Q, R)$ roughly corresponds to the semantic distance between the expression of the information need and the relevant content. A high value suggests that there may be a significant vocabulary gap between a query and its relevant documents. For such queries, retrieval quality is likely to be poor.

Out of the factors affecting query performance enumerated above, our work in this chapter focuses on the first one, namely $d(Q, Q)$ or query specificity. Query specificity is traditionally estimated by aggregating various collection-level statistics over the query terms (and possibly other terms from the top ranked documents). Examples of such collection statistics include the average or maximum of the inverse document frequency (IDF) values of query terms [75]. The rationale behind these approaches is that terms with high IDF are relatively rare in the collection, leading an IR model to easily distinguish the documents containing these terms from the rest of the collection.
Query specificity is also inversely related to the ambiguity of query terms. Thus, some existing QPP approaches attempt to quantify query ambiguity in order to estimate query difficulty [75]. These approaches generally use static resources like WordNet [104]. Specifically, an aggregate of the number of possible senses of the query terms from WordNet has been used as a measure of query ambiguity. The limitation of such WordNet-based approaches is that they are unable to capture collection-specific semantic relationships between the query terms. For example, it is not possible for a WordNet-based approach to predict that the word ‘Hilton’ may be less ambiguous in a collection of hotel reviews, as a result of which the query ‘Paris Hilton’ is less likely to be difficult in such a collection.

In this work, we propose to estimate $d(Q, Q)$ by leveraging the vector embedding of words, which potentially captures collection specific term-semantics. The embedded space of word vectors is then used to quantify the ambiguity of a query. Specifically speaking, we assume that each sense of a query term roughly corresponds to a cluster of word vectors around the neighborhood of the query term vector. Intuitively speaking, the number of clusters around the neighborhood of a query term is thus a potential indicator of the specificity of the term, i.e. lower the number of clusters higher is the specificity of the term.

Quantifying $d(Q, Q)$ based on this idea has an advantage over approaches that use static resources like WordNet. The approach dynamically adapts itself according to the diversity of the collection. The word vector representations, being collection specific, can potentially identify that ‘Paris Hilton’ is not a difficult query for a collection of hotel reviews. In such a collection, it is expected that the neighbouring vectors of the embedding for ‘Hilton’ would correspond to the hotel chain instead of the celebrity.

**Research Objective.** The objective of this chapter is to improve the state-of-the-art query performance prediction (QPP) effectiveness. Devising effective QPP is a step towards developing smarter search systems that, in principle, would be able to carry out alternate actions for difficult search queries, including asking the user a list of possible query reformulations, or presenting different facets of search results, to recommending documents that other people have found useful on related topics.

The rest of this chapter is organized as follows. In Section 7.2, we start by reviewing existing literature on query performance prediction and differentiate our work from existing approaches. In Section 7.3, we formally describe our word-embedding based predictor. The evaluation setup and the results of our experiments with the proposed method are presented in Section 7.4 and 7.5, respectively. Finally, in Section 7.6, we conclude the chapter with directions for future work.

### 7.2 Background and related work

Predicting the performance of a query has been an active research area in the information retrieval community over the last decade with many positive outcomes. According to the broad classes of features useful for QPP (see Figure 7.1), QPP approaches can be divided into two categories - a) pre-retrieval approaches, which only make use of $d(Q, Q)$ and $d(Q, C)$; and b) post-retrieval approaches, which include the other three. We start this section with a somewhat formal introduction to QPP in Section 7.2.1, and then provide a survey of QPP
approaches belonging to the pre-retrieval and post-retrieval categories in Sections 7.2.2 and 7.2.3 respectively.

7.2.1 Formal description

Following the exposition of the study in [73], a query performance predictor \( P \) can be formally represented as a function as shown in Equation 7.1,

\[
P = f_{\text{pred}}(Q, C, E, R) \to \mathbb{R}, \tag{7.1}
\]

where \( Q \) is a given query, \( C \) is the target corpus of documents, \( E \) is any external resource (e.g. Wikipedia and WordNet), and \( R \) denotes a retrieval function that returns a ranked list of documents from \( C \) in response to \( Q \). Depending on how \( C, E \) or \( R \) are used by \( f_{\text{pred}} \) in Equation 7.1, performance predictors can be divided into two categories [28].

- **Pre-retrieval approaches**, which only make use of query term statistics (e.g., specificity of the query terms, average number of senses from WordNet [104]) to estimate query difficulty [81, 75]. These methods do not have to rely on executing the query on an IR system to compute \( f_{\text{pred}} \). For such predictors, Equation 7.1 can be rewritten as follows:

\[
P_{\text{pre}} = f_{\text{pred}}(Q, C, E, \emptyset) \to \mathbb{R}. \tag{7.2}
\]

That is, \( R \) is set to \( \emptyset \), as no retrieval function is used in these approaches; only the query terms \( (Q) \), collection statistics \( (C) \), and possibly some external resource(s) \( (E) \) are used to estimate query difficulty.

- **Post-retrieval approaches**, which can additionally harness information obtained from the top ranked documents retrieved for the given query (e.g score of top documents, robustness, and clarity of retrieval) [44, 29, 181, 145]. The following notation may be used for a post-retrieval predictor:

\[
P_{\text{post}} = f_{\text{pred}}(Q, C, E, R) \to \mathbb{R}. \tag{7.3}
\]

That is, in these approaches, a list of documents retrieved by the method \( R \) is used in addition to the information used by pre-retrieval predictors.

In terms of the broad classes of distance measures between the different features useful for query performance prediction (schematically shown in Figure 7.1), all pre-retrieval predictors are based on some function of \( d(Q, C) \) and \( d(Q, Q) \). In contrast, a post-retrieval predictor is usually based on some function of \( d(Q, R) \), \( d(R, R) \) and \( d(R, C) \) in addition to \( d(Q, C) \) and \( d(Q, Q) \).

7.2.2 Pre-retrieval performance predictors

Pre-retrieval performance predictors can be broadly classified into the following types according to the query term features used for computing the predictor function - a) **specificity**, b) **rank sensitivity**, c) **term relatedness**, and d) **ambiguity** [73]. Following is a brief description of each.
Specificity

The specificity based predictors assume make use of the assumption that discriminative terms are better able to extract out the relevant content from the whole collection. The predictor in this case is a function of $d(Q, C)$, i.e. how specific or discriminative are the query terms. As estimates of $d(Q, C)$ existing approaches usually rely on both inverse document frequency (IDF) and inverse collection frequencies (ICTF) of terms. For example, the study in [44] computes the specificity of a query as the average of the IDF values over the constituent terms. In some studies, e.g. [142], the term with the maximum IDF ($\text{MaxIDF}$) is used for estimating query specificity. Some studies, e.g. [79], compute the standard deviation of IDF from the average of ICTF values ($\text{AvgICTF}$) as the specificity-based predictor function.

The work reported in [177] proposed a number of predictors that use the collection based specificity to predict query difficulty. More specifically, three predictors, which respectively employ a) the sum of collection and each query term similarity ($\text{SumSCQ}$), b) normalized query and collection similarity ($\text{AvgSCQ}$), and c) the maximum of collection and query term similarity of the query term ($\text{MaxSCQ}$), were proposed as QPP approaches.

Rank sensitivity

In rank sensitivity based predictors, proposed in [177], the intention is to estimate the difficulty of a query by term weight variation across the collection. It is reasoned that if the query term weight distribution is even across all the documents of the collection, it would be difficult to distinguish the relevant documents from those non-relevant documents containing the query terms [177]. In other words, more the deviation of the query term weights, the easier is the query. The authors propose three methods, based on this conjecture, a) the sum of query term weight variations ($\text{SumVAR}$), b) normalized sum of query term weight variations ($\text{AvgVAR}$), and c) maximum of query term variations ($\text{MaxVAR}$).

Term relatedness

In contrast to the specificity and the rank sensitivity approaches that apply the estimates of $d(Q, C)$ values, the term relatedness approaches make use of the $d(Q, Q)$ estimates. More specifically, term relatedness based predictors, such as $\text{AvLesk}$ [16], $\text{AvPath}$ [120] and $\text{AvVP}$ [115] use external resources (usually WordNet [104]) or co-occurrence statistics to determine the semantic distances between the query terms. The key idea behind using estimates of $d(Q, Q)$ is that semantically related queries are likely to be specific of a focused information need. On the other hand semantically unrelated query terms are likely to be indicative of queries that are underspecified.

One of the shortcomings of this predictor is that it cannot be applied for single term queries, for which the term relatedness value will be zero. Moreover, Wordnet based semantic distances are static in nature and cannot be adapted according to the domain of the collection. Although co-occurrence statistics based approaches make provision for domain adaptation, they fail to take into account the local context of words (e.g. the local context of word
embedding approaches). Our approach of computing \( d(Q, Q) \) overcomes these shortcomings.

**Ambiguity**

The presence of an ambiguous term in the query is likely to make the information need imprecise. Since an ambiguous term has multiple senses associated with it and only one of them is likely to be relevant to the information need, it is likely that documents pertaining to each such sense would appear within the top retrieved list, as a result of which, it is difficult for a retrieval function to perform effectively [141]. It is thus reasonable to presume that an ambiguous query is usually a difficult one [28, 107].

Since our proposed QPP approach is based on the quantified ambiguity of the query, we will take a look at the predictors in this category more closely. The study [81] proposes a QPP approach (named AvQC), which involves computing the average inter-document similarity of all pairs of documents that contain at least one query term. A variant of AvQC, named AvQCG, is also proposed, which additionally includes document pairs containing all query terms in the average computation. Cosine similarity metric was used for calculating these similarities between document pairs. The rational here is that more the inter-document similarity, more coherent are the documents, which in turn implies an increase in the likelihood of the retrieval effectiveness [81].

A major drawback of this inter-document based QPP method is that it is not time scalable due to its quadratic time complexity of iterating over \( N \choose 2 \) possible document pairs, where \( N \) is the number of documents containing at least one query term. For a large collection, a heuristic to overcome this problem is to sample a subset of documents pairs for the computation [74].

Some existing approaches use WordNet [104] to find out the ambiguity in a query [107]. In their proposed method, named Averaged Polysemy (AvP), all possible non overlapping combination of the query terms (up to word windows of length 5) are considered to check the number of senses associated with the query. The number of senses found is then averaged over all terms considered. The predictor function is then defined to be inversely related to this estimated ambiguity value of the query. In another variant, named Averaged Noun Polysemy (AvNP), only the noun senses are considered, unlike all the senses used in AvP.

A performance comparison of these pre-retrieval predictors can be found in [75]. We refer the readers to [28, 73] for a comprehensive details of different pre-retrieval performance predictors.

### 7.2.3 Post-retrieval performance predictors

In this section, we briefly describe some of the well known post-retrieval query performance predictors. Unlike pre-retrieval predictors, the performance of post-retrieval methods depends on the set of top-ranked documents (i.e. the set \( R \) of Equation 7.3) which in turn depends on the underlying retrieval model. As classified in [144], post-retrieval predictors can be divided into three types, based on the following criteria. 1. The clarity (a measure of distinctiveness) of the top-retrieved documents compared to the whole collection [44, 45, 5].
Quantifying a notion of the robustness of the top retrieved documents [28, 168, 156, 180, 10]. A function (typically variance) of the retrieval scores of the top-ranked document list [145, 55, 181, 153]. Earlier QPP approaches, e.g. clarity score (CS) [44], and weighted information gain (WIG) [181]), involve computation of the estimation score with the help of the vocabulary overlap between the query \( Q \), the top ranked documents \( R \) and the collection \( C \) (see Equation 7.3). The approach proposed in [23] applied relevance feedback information for performance predictions. Reference list based post-retrieval performance predictors are proposed in [144, 129, 130].

The Normalized Query Commitment (NQC) [143, 145] predictor measures the standard deviation of retrieval scores over the set \( R \), i.e. the top documents retrieved for the query. The study in [145] reports that the variation within the retrieval scores has a correlation with the query performance. A high deviation is an indication that a retrieval system is able to effectively separate out the top \( k \) set from the rest of the ranked list, potentially indicating that the relevant and the non-relevant documents are well separated out. On the other hand, a low variance indicates that it is difficult for a retrieval system to separate out the top-\( k \) ones on the basis of the retrieval status values (similarity scores).

In spite of being a simple and computationally fast approach, NQC has been reported to perform well for query performance prediction, significantly outperforming the more computationally expensive predictors, e.g. the CS and WIG [145].

A somewhat similar approach (also based on variances of retrieval scores) is presented in [47]. Term overlap between multiple query expansion methods were used for QPP in [112, 72]. In recent studies, a wide range of supervised methods have been applied for the QPP task, e.g., the study in [123] applied learning to rank for effective estimation of the predictor function. For a comprehensive study of post retrieval predictors, see [28, 73].

### 7.2.4 Combination of predictors

It is a common practice to combine different predictors together for more effective QPP. Pre-retrieval predictors are reported to be combined using linear regression [74]. However, Kurland et al. has shown that a combination of pre-retrieval and post-retrieval predictors is more effective in practice [90]. The study in [90] reports that this combined approach significantly outperforms the stand-alone performance of both these predictors, and also outperforms a range of different pre-retrieval combinations. Similar observations are reported in [123, 168]. Formally speaking, a pre-retrieval and a post-retrieval predictor can be linearly combined as shown in Equation 7.4.

\[
P_{comb}(Q) = \alpha P_{pre}(Q) + (1 - \alpha) P_{post}(Q) \tag{7.4}
\]

In Equation 7.4, \( P_{pre} \) and \( P_{post} \) respectively denote pre-retrieval and post-retrieval performance predictors (Equation 7.2 and 7.3), and \( \alpha \in [0, 1] \) denotes a linear combination parameter.

In the context of the related literature, the focus of our work is to develop a word embedding based pre-retrieval predictor function that uses the embedded word vectors in comput-
ing \(d(Q, Q)\) (see Figure 7.1). We then seek to linearly combine our word embedding based pre-retrieval predictor with a standard post-retrieval prediction function, namely the NQC.

To the best of our knowledge, word embedding techniques have not been used so far to predict the performance of a query without human assessment. Utilizing the semantic similarity based feature of Word embedding (that two words are embedded close to each other if they share contextual terms), in this work, we present a novel query performance predictor that is based on embedded vectors of words.

### 7.3 Word embedding based query performance prediction

In this section, we describe our proposed method for predicting query performance using word embeddings. Recall from Section 7.1 that our proposed approach is based on quantifying the ambiguity of a query. We first describe how embedded vectors can be leveraged to quantify query ambiguity. Later in this section, we present how to combine the estimated ambiguity of a query with a post-retrieval predictor.

#### 7.3.1 Analysis of local neighbourhood in embedded space

A word embedding algorithm, e.g., word2vec [103], maps each word \(w\) in a document collection to a real-valued vector \(w \in \mathbb{R}^d\) \((d\) being an integer) in such a way that if two words are semantically related (in the sense that they occur in similar contexts), then their embedded vectors are also similar to each other (in terms of inner product). The local neighbourhood around a word vector \(w\) thus comprises a set of words that are semantically related to it.

Now consider an ambiguous word such as ‘python’, which is associated with (at least) two very different senses - one related to the sense ‘programming’, and the other to that of ‘animal’. Words associated with both these senses are expected to appear in the local neighbourhood around the vector for the word ‘python’. Further, it is likely that the words in this neighbourhood would form two distinct clusters. This is because words in the neighbourhood associated with the ‘animal’ sense, such as ‘snake’, are likely to be of low similarity (high distance) with a word associated with the programming sense, e.g. ‘jupyter’. In contrast, if each neighbouring term around the local neighbourhood of a word is similar (low distance) to every other term in the neighbourhood, it is likely that the word itself is unambiguous. This idea is schematically illustrated in Figure 7.2, which shows two distinct clusters in the
$\epsilon$-neighbourhood\footnote{The $\epsilon$-neighborhood of a word vector $w$ comprises set of word vectors that are at most $\epsilon$ distance from $w$.} of the word ‘python’ containing word vectors related to the ‘programming’ and the ‘animal’ sense shown with blue and red crosses respectively.

As discussed in Section 7.1, from a retrieval point of view, the ambiguity of a term is determined exclusively by its occurrences within the target corpus. For example, the term ‘python’ would most likely be unambiguous if the target collection consisted only of zoological reports. A static lexical resource such as WordNet \footnote{For illustrative purpose, the figure plots the absolute number of words in each Gaussian component instead of the normalized probability values.} would still characterise such a term as ambiguous, based on the number of senses generally associated with the term. In contrast, when word embeddings are generated from the target document collection, our approach is expected to have the flexibility to capture the nature of terms based on their actual occurrences in the corpus.

### 7.3.2 Local neighbourhood as a Gaussian Mixture Model (GMM)

We now formalise the intuition outlined in the previous section into a probabilistic model that can be used to quantify the ambiguity of query terms. Let $q$ be the vector corresponding to a query term $q \in Q$ ($Q$ being the whole query comprised of a number of terms). Let $N_\epsilon(q)$ denote the $\epsilon$-neighborhood of $q$, i.e.

$$N_\epsilon(q) = \{x : \cos^{-1}\left(\frac{x \cdot q}{|x||q|}\right) < \epsilon\}. \tag{7.5}$$

As per the word2vec objective function, the most useful notion of distance in the embedded space of word vectors is the inverse of the cosine similarity or the angle between a pair of vectors as shown in Equation 7.5.

We then consider these word vectors in each $N_\epsilon(q)$ as observations drawn from a Gaussian Mixture Model (GMM) of $K$ components. Then for $x \in N_\epsilon(q)$,

$$P(x|\theta) = \sum_{k=1}^{K} \pi_k N(x|\mu_k, \Sigma_k), \tag{7.6}$$

where $\theta = \{\theta_k\}_{k=1,...,K}$ is the set of parameters for the $K$ components comprising $\pi_k$, $\mu_k$, and $\Sigma_k$ (the prior probability of selecting the $k$th component, the mean vector, and the covariance matrix for component $k$ respectively).

Each Gaussian component in the neighbourhood of a query term potentially corresponds to a sense of the query term. Given the set of neighbourhood word vectors of a query term vector $q$, the parameter values for the $K$ components (i.e. the values of $\pi_k$, $\mu_k$ and $\Sigma_k$, $k = 1, \ldots, K$) can be estimated by expectation maximization (EM).

### 7.3.3 Quantification of query ambiguity post GMM estimation

Figure 7.3 shows an example scenario with the $\epsilon$-neighborhoods of two query terms, one for an ambiguous term (left) and the other for an unambiguous term (right). Each histogram alongside the $\epsilon$-neighborhoods shows the absolute number of points sampled from each component\footnote{For illustrative purpose, the figure plots the absolute number of words in each Gaussian component instead of the normalized probability values.}, indicative of the prior distribution $\pi$. A skewed $\pi$ distribution indicates a higher
likelihood of selecting the most prevalent sense of a term by uniform sampling from $\pi$, as shown in the right side histogram of Figure 7.3. On the other hand, the left side histogram of Figure 7.3 shows a more uniform $\pi$ distribution, which indicates that it is less unlikely to select the most prevalent sense of a term.

Post EM computation of the GMM parameters, following the intuition presented in Section 7.3.1, the intention is to compute the probability of generating words from the most dominant sense of a query term, which potentially correlates well with the inherent query specificity or clarity and is inversely related to the query ambiguity. This probability is expected to be high in cases where the true number of components (senses) is a small number i.e. the query is relatively less ambiguous. Consequently, in such cases, the priors for only a small number of components are high, or in other words, the variance of the prior values is high. For example, the right-hand side histogram of Figure 7.3 shows an example scenario of a query term that is associated with one dominating sense, where it can be seen that the variance of the priors is high. We proceed as follows to compute the probability of generating words from the most dominant sense of a query term.

Let $m \in \{1 \ldots K\}$ denote the most likely sense of the term $q$, i.e.

$$m = \arg\max_k \pi_k.$$  
(7.7)

For a query term $q$, we define $P_{\text{clarity}}(q)$ as the probability that the query term vector $q$ is generated by the $m$-th component of the GMM (i.e., the component corresponding to the most likely sense of $q$). We call this probability $P_{\text{clarity}}$ because it is likely to be indicative of the specificity of a query term.

Speaking more precisely, we compute $P_{\text{clarity}}$ as shown in Equation 7.8.

$$P_{\text{clarity}}(q) = \pi_m P(q | \mathcal{N}(\mu_m, \Sigma_m))$$

$$= \pi_m \frac{1}{2\pi |\Sigma_m|} \exp\left(-\frac{1}{2}((q - \mu_m)^T \Sigma_m^{-1}(q - \mu_m))\right)$$  
(7.8)

A careful inspection of Equation 7.8 reveals that there are two factors on which the $P_{\text{clarity}}$ value depends. These are i) $\pi_m$, which is the prior probability of choosing the most dominating sense of the query term $q$; and ii) $P(q | \mathcal{N}(\mu_m, \Sigma_m))$, the posterior probability of sampling the query vector $q$ from the selected component of the Gaussian mixture. Informally speaking, the first component is high if the histogram of component membership of the estimated GMM is skewed.

The second component formally measures how close is a word with the most dominating sense in the neighbourhood to the query term $q$. More specifically, the value of this second component, i.e. $P(q | \mathcal{N}(\mu_m, \Sigma_m))$, indicates how close is the query term vector to the mean vector $\mu_m$ of the most prevalent sense. For an illustration, see the histogram on the right of Figure 7.3 which indicates a high posterior likelihood of sampling $q$ from the most dominating component (the one central to the neighborhood). On the other hand, this posterior probability is low in the left plot of Figure 7.3, where the query term vector $q$ is relatively far apart from the mean vector with the highest $\pi_m$ value. The two components of Equation 7.8 together provides a predictor function for our QPP approach, which informally speaking,
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Figure 7.3: Illustrative diagram of the neighborhood of an ambiguous word with multiple senses.

Figure 7.4: Word vector composition in an abstract two dimensional space (reproduced from [133]).

favours queries where neighbouring word vectors form a single dominating cluster and are close to this cluster centre.

Since \( P_{clarity} \) likely corresponds to the specificity of a term, we estimate the ambiguity of \( q \) as the probability of the complementary event.

\[
P_{ambiguity}(q) = 1 - P_{clarity}(q) = 1 - \pi_m P(q | \mathcal{N}(\mu_m, \Sigma_m))
\]  

(7.9)

The overall ambiguity of a multi-term query \( Q \) is then estimated by aggregating the individual probabilities for each query term as shown in Equation 7.10.

\[
P_{ambiguity}(Q) = \prod_{q \in Q} P_{ambiguity}(q)
\]  

(7.10)

7.3.4 Composing query term vectors

For a multi-term query it is usually the case that each individual query term is associated with multiple senses, e.g., the word ‘python’, in isolation, may be associated with the ‘animal’ or the ‘programming’ sense. However, in conjunction with multiple query terms (e.g., ‘programming’), the underlying information need becomes more focused and less ambiguous. This is particularly true when the query terms constitute a phrasal concept (e.g., ‘python programming’).

In the context of Word embedding, the conceptual meaning of two or more words taken together can be realized by adding (called composition) the constituent word vectors [103]. Thus, if \( w \) is the addition of the word vectors \( u \) and \( v \), then \( w \) is likely to represent the concept corresponding to the composition of the words and is expected to be close to other words representing the same concept as \( u \) and \( v \) taken together, e.g. ‘python’ + ‘programming’ is expected to be close to ‘jupyter’.
Figure 7.4 illustrates this idea in a two dimensional embedding space. In the figure, \( w \) represents the vector sum of \( u \) and \( v \). While \( w \) may not represent an actual vocabulary word, its neighbourhood is expected to contain the embedding of words like \( w_1 \) and \( w_2 \) that occur in similar contexts as \( u \) and \( v \) together. From Figure 7.4, we may also infer that the word \( w_1 \) is more similar to the composition than the word \( w_2 \), as \( w_1 \) is close to \( w \) than \( w_2 \). Word vector composition has been shown to improve the quality of relevance feedback [133].

To incorporate this concept-based disambiguation in our QPP approach, in addition to aggregating GMM posteriors over individual query terms (as per Equation 7.10), we also include pairwise composition of successive query term vectors, i.e. \( q' = q_i + q_{i+1} \), in the aggregation process. Formally, for a given multi-term query with \( n \) word vectors, say \( Q = \{q_{i=1}^n\} \), we generate an 'expanded' query \( Q_e \) as

\[
Q_e = Q \cup \{q_i + q_{i+1}\}_{i=1}^n.
\]  

(7.11)

\( P_{\text{clarity}}(q_i, q_{i+1}) \) may be defined as in Equation (7.9), by using the vector sum of \( q_i \) and \( q_{i+1} \) in place of \( q \). We plug in \( Q_e \) instead of \( Q \) in Equation (7.10) to aggregate contributions over query term vectors along with the composed ones. Note that we avoid considering all possible terms pairs \((q_i, q_j)\)\(\neq j \) because successive term pairs are more likely to form phrasal concepts.

### 7.3.5 Combination with post retrieval estimate

The \( P_{\text{ambiguity}}(Q) \) (Equation 7.10) only considers the query terms for approximating the ambiguity (i.e. difficulty) of the query. However, it does not take into account the post-retrieval features that are reported to be useful for performance prediction of a query [44, 29, 181, 145]. As stated in Section 7.2, the combination of pre and post retrieval methods can outperform both the predictors [168, 123, 90].

Following Equation 7.4 (see Section 7.2), the proposed predictor \( P_{\text{ambiguity}}(Q) \) is combined with an effective post-retrieval QPP method, namely Normalized Query Commitment (NQC) [145]. NQC relies on the idea that a query is likely to yield better retrieval effectiveness if the retrieval status values are skewed, or in other words, variance of the similarity scores is high. The final predictor is obtained after combining the proposed predictor with NQC using linear interpolation, as shown in Equation 7.12.

\[
P_{\text{ambiguity}}^\alpha(Q) = \alpha P_{\text{ambiguity}}(Q) + (1 - \alpha) NQC
\]

(7.12)

The linear interpolation parameter \( \alpha \), in Equation 7.12, is the prior weight of selecting the embedding based pre-retrieval predictor. In our work, we train the parameter \( \alpha \) on the development topic sets, and apply the tuned value on the respective test topic sets.

### 7.4 Evaluation

The objective of this study is to investigate whether word vector embedding of query terms can effectively capture query ambiguity, which in turn may be useful for predicting the retrieval performance of the query. To empirically validate our proposed method, we apply our
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<table>
<thead>
<tr>
<th>TREC disks</th>
<th>Query set</th>
<th>Query fields</th>
<th>Query ids</th>
<th>Dev set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disks 1 &amp; 2</td>
<td>TREC 2 title</td>
<td>101-150</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TREC 3 title</td>
<td>151-200</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disks 4 &amp; 5</td>
<td>TREC 6 title</td>
<td>301-350</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>excluding CR</td>
<td>TREC 7 title</td>
<td>351-400</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TREC 8 title</td>
<td>401-450</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WT10G</td>
<td>TREC 9 title</td>
<td>451-500</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TREC 10 title</td>
<td>501-550</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: Overview of datasets used for experiments on QPP

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Specificity</th>
<th>Term relatedness</th>
<th>Rank Sensitivity</th>
<th>Ambiguity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SumSCQ [177]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvgSCQ [177]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MaxSCQ [177]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvIDF [44]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MaxIDF [142]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SumVar [177]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvgVAR [177]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MaxVar [177]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvLesk [16]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvQC [81]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvQCG [81]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvP [107]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AvNP [107]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: Baseline Predictors Overview

We conduct our experiments on the standard TREC ad hoc tasks and web tasks datasets (Table 7.1 presents an overview). Indexing and retrieval on these collections are conducted using Lucene\(^4\). Stopword removal and stemming is known to positively influence the performance of retrieval. Hence, each word was stemmed using Porter Stemmer, and stopwords were removed using the SMART stopword list\(^5\) before training the word2vec model.

Since our proposed QPP approach is pre-retrieval based, for a fair comparison we choose as baselines the best pre-retrieval predictors as per the reported results in [73]. Table 7.2 enlists the baseline methods for our experiments (see Section 7.2 for a brief survey of these methods). All the QPP approaches in our experiments, i.e. the proposed method and the baselines, are implemented within the Lucene framework.

\(^4\)http://lucene.apache.org/core/

\(^5\)http://www.lextek.com/manuals/onix/stopwords2.html
As discussed in Section 7.2, a combination of pre-retrieval and post-retrieval QPP approaches can outperform the ones which employ only the former or the latter. Consequently, in addition to using each standard pre-retrieval QPP based approach as a baseline, following the notion of Equation 7.4, we combine each pre-retrieval predictor a post-retrieval one. To enable fair comparison, we apply the same post-retrieval predictor in combination with different pre-retrieval approaches. In particular, we use the NQC as the post-retrieval predictor.

We adopt the notation of denoting a combined predictor by inserting an asterisk over the corresponding pre-retrieval predictor’s name. For example, \( \text{MaxIDF}^* \) indicates the hybrid predictor that combines MaxIDF with the post-retrieval predictor NQC. The objective of the experiments is to show that our proposed QPP method combined with NQC, i.e., \( P_{\text{ambiguity}}^*(Q) \) of Equation 7.12, can outperform NQC alone and other pre-retrieval predictors in combination with NQC.

We evaluate the QPP approaches in our experiments by measuring the correlation of the predicted ordering of the queries in each topic-set with the ground-truth ordering of the queries sorted by their average precision (AP) values. Following the common practice in the community [145, 29, 75, 44, 81], to evaluate QPP methods, we use Pearson’s \( \rho \) and Kendall’s \( \tau \) [88] as the rank correlation coefficient. Both these rank correlation methods reports a value in the range \( \{1, -1\} \), higher values indicating better correlation. The significance in difference is computed by the overlap in confidence interval (of the correlation coefficients) of any two methods. If there is an overlap in the interval, the performance difference is not significant.

### 7.4.2 Parameter setting

In order to compute the word vector based predictor function, word vectors were trained individually on each document collection (see Table 3.2). The dimensionality of the word vectors for estimating the \( P_{\text{ambiguity}}(Q) \) scores was set to 200 using the \textit{cbow} model of \textit{word2vec} with negative sampling [103].

For our experiments, the underlying retrieval models employed to compute the NQC scores are Language Model with Jelinek Mercer smoothing (LM-JM) [175, 82], and BM25 [128]. As per standard settings in the reported literature [82], the LM-JM smoothing parameter (\( \lambda \)) was set to 0.6, whereas for BM25, \( k_1 \) and \( b \), were set to 1.2 and 0.75 respectively. The number of top ranked documents used to compute the NQC scores was set to 100 as per [145].

The GMM based predictor function relies on the \( \epsilon \)-neighbourhood set of words for each query term. We set the value of \( \epsilon = 0.1 \) in our experiments, by varying its value within a range of \( [0, 0.5] \) in our initial experimental investigation. Another parameter to the GMM-based predictor is the number of components (\( K \)) of the underlying GMM that is to be used to estimate the posterior of the observed vectors in the neighbourhood around a query term. A problem with selecting a constant value of \( K \) for all queries is that the number of terms in a query can vary considerably, making it less likely that a constant value of \( K \) will be effective for all queries. Instead, we make this parameter depend on the number of vectors that we find around the \( \epsilon \)-neighbourhood. Note that for different query terms, the \( \epsilon \)-neighbourhood
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TREC 2  |  TREC 6  |  TREC 9  
--- | --- | ---  
MaxIDF* | \(0.3046\) | \(0.2212\) | \(0.7238\) | \(0.4824\) | \(0.2157\) | \(0.2336\) | \(0.4024\) | \(0.3675\) | \(0.0595\) | \(0.0800\) | \(0.3902\) | \(0.3348\)  
AvgIDF* | \(0.3422\) | \(0.2473\) | \(0.2015\) | \(0.1788\) | \(0.2642\) | \(0.2424\) | \(0.5466\) | \(0.4449\) | \(0.3642\) | \(0.3299\) | \(0.1519\) | \(0.1339\)  
SumSCQ* | \(0.0371\) | \(0.1478\) | \(-0.0817\) | \(0.0873\) | \(0.2157\) | \(0.2336\) | \(0.4024\) | \(0.3675\) | \(0.3902\) | \(0.3348\) | \(0.1519\) | \(0.1339\)  
AvgSCQ* | \(0.3682\) | \(0.1771\) | \(0.2015\) | \(0.1788\) | \(0.2642\) | \(0.2424\) | \(0.5466\) | \(0.4449\) | \(0.3642\) | \(0.3299\) | \(0.1519\) | \(0.1339\)  
MaxSCQ* | \(0.4288\) | \(0.3224\) | \(0.2463\) | \(0.2963\) | \(0.5720\) | \(0.3992\) | \(0.4024\) | \(0.3675\) | \(0.3902\) | \(0.3348\) | \(0.1519\) | \(0.1339\)  
SumVAR* | \(0.1209\) | \(0.2065\) | \(0.2642\) | \(0.2424\) | \(0.5720\) | \(0.3992\) | \(0.5466\) | \(0.4449\) | \(0.3642\) | \(0.3299\) | \(0.1519\) | \(0.1339\)  
AvgVAR* | \(0.4517\) | \(0.2408\) | \(0.2642\) | \(0.2424\) | \(0.5720\) | \(0.3992\) | \(0.5466\) | \(0.4449\) | \(0.3642\) | \(0.3299\) | \(0.1519\) | \(0.1339\)  
MaxVAR* | \(0.4288\) | \(0.3224\) | \(0.5466\) | \(0.4449\) | \(0.5720\) | \(0.3992\) | \(0.5466\) | \(0.4449\) | \(0.3642\) | \(0.3299\) | \(0.1519\) | \(0.1339\)  
AvP* | \(0.4465\) | \(0.2686\) | \(0.6283\) | \(0.4433\) | \(0.6283\) | \(0.4433\) | \(0.6283\) | \(0.4433\) | \(0.6283\) | \(0.4433\) | \(0.6283\) | \(0.4433\)  
AvNP* | \(0.4238\) | \(0.2098\) | \(0.5765\) | \(0.4008\) | \(0.5765\) | \(0.4008\) | \(0.5765\) | \(0.4008\) | \(0.5765\) | \(0.4008\) | \(0.5765\) | \(0.4008\)  
AvLesk* | \(0.4139\) | \(0.2522\) | \(0.6326\) | \(0.4727\) | \(0.6326\) | \(0.4727\) | \(0.6326\) | \(0.4727\) | \(0.6326\) | \(0.4727\) | \(0.6326\) | \(0.4727\)  
AvQC* | \(0.4897\) | \(0.2898\) | \(0.3166\) | \(0.2686\) | \(0.3166\) | \(0.2686\) | \(0.3166\) | \(0.2686\) | \(0.3166\) | \(0.2686\) | \(0.3166\) | \(0.2686\)  
AvQCG* | \(0.4896\) | \(0.2816\) | \(0.5263\) | \(0.3584\) | \(0.5263\) | \(0.3584\) | \(0.5263\) | \(0.3584\) | \(0.5263\) | \(0.3584\) | \(0.5263\) | \(0.3584\)  
\(P_{\text{ambiguity}}(Q)\) | \(0.5448\) | \(0.3437\) | \(0.7417\) | \(0.3437\) | \(0.5676\) | \(0.3577\) | \(0.5676\) | \(0.3577\) | \(0.5676\) | \(0.3577\) | \(0.5676\) | \(0.3577\)  

Table 7.3: Optimal parameter settings on the training topic sets for the hybrid approaches.

...can contain a variable number of terms. For choosing \(K\), we define a parameter \(\gamma\) defined as

\[
\gamma = \frac{|N_\epsilon(q)|}{K}
\]  

(7.13)

to represent the average number of words in each cluster. This approach admits a variable number of components \((K)\) in the GMM depending on the number of semantically similar words found in its \(\epsilon\)-neighbourhood. Each component (sense) of the GMM comprises \(\gamma\) words on an average.

For the development topic sets, we varied \(\gamma\) (which is the average number of words in each component of the GMM) in the range from 5 to 15 in unit steps. To simplify the GMM estimation, we compute \(P_{\text{ambiguity}}(Q)\) (Equation 7.8) score of a query by considering a GMM with uniform prior \((\pi)\) and unitary covariance matrix \((\Sigma)\) which results in an isotropic Gaussian Mixture. Note that an isotropic unitary Gaussian Mixture with uniform priors is equivalent to K-Means clustering of the constituent points (word vectors) [19, Chapter 9].

Another parameter of our proposed method is the linear combination weight \(\alpha\) (see Equation 7.12) which denotes the importance of the word embedding based predictor. The parameter \(\alpha\) is varied in the range of 0 to 1 in steps of 0.1. A value of \(\alpha = 0\) degenerates the prediction measure \(P_{\text{ambiguity}}(Q)\) to the NQC measure, whereas a value of \(\alpha = 1\) solely uses the pre-retrieval word vector based prediction.

Both the parameters \(\alpha\) and \(K\) are trained separately on each development topic set, i.e. TREC 2, TREC 6 and TREC 9 (see Table 7.1). The reason for using three different topic sets for tuning the parameters is due to the fact that the underlying document collections are different for these topic sets. The particular values of \(\alpha\) and \(K\) that yield the optimal predictions on the development sets are then applied on the topics of the corresponding test sets. The interpolation parameter (\(\rho\) in Equation 7.4) for all hybrid QPP approaches are also tuned on the corresponding training topic sets, namely TREC 2, TREC 6 and TREC 9.
7.5 Results and discussion

Figure 7.5 shows the QPP effectiveness obtained with different parameter settings of $P^*_{\text{ambiguity}}(Q)$ on the development topic sets. The parameters varied were $\alpha$ (interpolation parameter for NQC combination) and $\gamma$ (the average number of points in each cluster or GMM component). Optimal results on these topic sets are also summarized in Table 7.3.

The general trends observed from the plots of Figure 7.5 and the data reported in Table 7.3 are as follows. Firstly, the proposed hybrid approach $P^*_{\text{ambiguity}}(Q)$ outperforms NQC (corresponding to the line plots for $\alpha = 0$) for values of $\alpha$ in the range of $[0.2, 0.3]$. This indicates that the post-retrieval predictor NQC can be considerably improved by augmenting it with information from the semantic similarities between words, which a post-retrieval predictor alone cannot capture.

Secondly, from Table 7.3 it is observed that the combination of the word vector based approach with NQC outperforms combinations of NQC with all other existing pre-retrieval approaches, except for TREC 6 (where combination of NQC with AvgIDF is best). The likely
7.5. Results and discussion

Table 7.4: Comparisons of the word embedding based QPP method against various baselines on the test topic sets. NQC used LM-JM retrieval scores $\lambda$ set to 0.6.

<table>
<thead>
<tr>
<th></th>
<th>TREC 3</th>
<th>TREC 7</th>
<th>TREC 8</th>
<th>TREC 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho$</td>
<td>$\tau$</td>
<td>$\rho$</td>
<td>$\tau$</td>
</tr>
<tr>
<td>AvgIDF</td>
<td>0.2353</td>
<td>0.2490</td>
<td>0.4262</td>
<td>0.3796</td>
</tr>
<tr>
<td>MaxIDF</td>
<td>0.2285</td>
<td>0.2772</td>
<td>0.3524</td>
<td>0.2662</td>
</tr>
<tr>
<td>SumSCQ</td>
<td>-0.1289</td>
<td>-0.1380</td>
<td>0.0555</td>
<td>0.0612</td>
</tr>
<tr>
<td>AvgSCQ</td>
<td>0.3938</td>
<td>0.2963</td>
<td>0.4925</td>
<td>0.4302</td>
</tr>
<tr>
<td>MaxSCQ</td>
<td>0.3269</td>
<td>0.2107</td>
<td>0.4564</td>
<td>0.3949</td>
</tr>
<tr>
<td>SumVAR</td>
<td>0.0271</td>
<td>0.0008</td>
<td>0.2099</td>
<td>0.2522</td>
</tr>
<tr>
<td>AvgVAR</td>
<td>0.4042</td>
<td>0.3502</td>
<td>0.4372</td>
<td>0.3992</td>
</tr>
<tr>
<td>MaxVAR</td>
<td>0.3722</td>
<td>0.2655</td>
<td>0.4004</td>
<td>0.4018</td>
</tr>
<tr>
<td>AvP</td>
<td>0.1379</td>
<td>0.0567</td>
<td>0.3080</td>
<td>0.2776</td>
</tr>
<tr>
<td>AvNP</td>
<td>0.0290</td>
<td>-0.0190</td>
<td>0.3452</td>
<td>0.2975</td>
</tr>
<tr>
<td>AvgLesk</td>
<td>0.0920</td>
<td>0.0907</td>
<td>0.1032</td>
<td>0.0574</td>
</tr>
<tr>
<td>AvQCG</td>
<td>0.0932</td>
<td>0.0907</td>
<td>0.1135</td>
<td>0.0575</td>
</tr>
<tr>
<td>$P_{\text{ambiguity}}(Q)$</td>
<td>0.3222</td>
<td>0.2457</td>
<td>0.2043</td>
<td>0.2132</td>
</tr>
</tbody>
</table>

The reason for this is that the word vector approach utilizes term relationships with the help of the semantic similarities between the words, whereas the existing ones either treat each individual query term independently (e.g. AvgIDF$^*$), or learn the semantic relationships in a static way (e.g. AvLesk$^*$). Although AvgIDF$^*$ outperforms $P^*_{\text{ambiguity}}(Q)$ on TREC 6, its effectiveness for the other topic sets is not satisfactory. The effectiveness of $P^*_{\text{ambiguity}}(Q)$ is relatively stable and satisfactory across the topic sets.

It can also be seen that the word embedding based QPP outperforms WordNet based QPP (AvLesk$^*$, AvP$^*$ and AvNP$^*$) because the word embedding based approach being trained on respective collections is better able to capture collection specific term semantics in comparison to the static semantics of a knowledge base.

After obtaining the optimal parameter settings on each development topic set, we applied these settings on each of its corresponding test set, the results being shown in Table 7.4. In this set of experiments, we test the performance of each pre-retrieval predictor in stand-alone and in combination with NQC (with LM-JM). We observe that the performance of the pre-retrieval approaches on their own (baselines and the word vector based one) are not satisfactory as
seen from the upper half of Table 7.4.

Among the pre-retrieval only QPP methods, the average idf typically performs the best. This shows that the specificity of query terms is an important criteria for QPP, which our proposed word vector based method $P_{\text{ambiguity}}(Q)$ does not make use of. However, the word-vector based approach in combination with NQC, i.e. $P_{\text{ambiguity}}^*(Q)$, outperforms (in almost all cases) combinations of the specificity based predictors, such as MaxIDF and AvgIDF, with NQC. This shows that term semantics in combination with specificity information derived from the top retrieved documents can outperform approaches that do not use term semantics.

For TREC 3 and TREC 7 topic sets, AvgVAR* and MaxVAR* attain the best $\tau$ values respectively, the $\tau$ correlation values being close to our proposed method $P_{\text{ambiguity}}^*(Q)$. Compared to all the other baseline predictors, it can be observed that performance of $P_{\text{ambiguity}}^*$ is the most consistent one.

Additionally, in order to investigate the performance of our proposed method with a different retrieval model based NQC scores, we report more results with BM25 based NQC scores in Figure 7.6. For this set of experiments, we followed the same parameter tuning methodology, i.e. train on TREC 2, TREC 6 and TREC 9 topic sets and test on the respective test topic sets (see Table 7.1). As seen from the experiments on LM-JM retrieval model (also from [168, 90, 123]), the hybrid approach of pre-retrieval predictors with a post-retrieval one (in this case NQC) outperforms the effectiveness of stand-alone pre-retrieval methods, in this set of experiments of investigating the effectiveness of our predictor with a different retrieval model based NQC scores (BM25 in this case), we only report evaluation measures for the hybrid combinations.

From Figure 7.6, we observe that the hybrid of the various QPP approaches with BM25 based NQC exhibits similar trends in observations with respect to both the evaluation metrics.

In Figure 7.6 (seen best in colour), the Pearson's and Kendall's correlations are presented as blue and red bars, respectively. We observe that the performance of the proposed embedding based predictor is in general the best in case of news collections, namely TREC 2 to TREC 8. For web collection topics (TREC 9 and 10), we see that the embedding base approach did not achieve the optimal performance. Specifically, for TREC 9, AvLesk*[16] performs marginally better than $P_{\text{ambiguity}}^*$ in terms of Pearson's correlation ($\rho$). However, in terms of Kendall's correlation ($\tau$), $P_{\text{ambiguity}}^*$ achieves the best performance. For the other topic set of web collection, i.e. TREC 10, MaxVar [177] attains the best correlations.

It is worth mentioning that the performance of the other predictors are somewhat inconsistent in the sense that they perform satisfactorily for some topic sets but fail to achieve satisfactory effectiveness on others. For example, AvNP* yields the second best Pearson's correlation for TREC 7 but performs relatively poorly on other topic sets. Similar observations can be made for MaxVar*; further, its performance varies considerably for TREC 9 and TREC 10 despite the underlying document collection being the same. Our proposed word embedding based approach, on the other hand, almost always considerably outperforms the baseline methods and that too relatively more consistently than the other ones.
7.6 Summary

Estimation of query performance without using relevance judgment is an essential research area in information retrieval. Among other approaches, quantifying the ambiguity of query for this estimation is a common practice in the IR research community. In this chapter, we described a novel word embedding based query performance predictor, that estimates the ambiguity of a query. The motivation behind the word embedding based predictor is that the word vectors in the local neighborhood of the query word vectors for an ambiguous query are likely to contain terms associated with different senses. Consequently, identifying the number of senses and the semantic similarity of the query terms with the most prevalent sense is likely to be useful as a predictor function.

Being a pre-retrieval predictor in nature, the embedding based predictor does not utilize any post-retrieval information, such as the similarity score distribution of the top-ranked documents. To assimilate the post-retrieval knowledge, we further propose a hybrid framework to combine the embedding based predictor with a post-retrieval predictor. In particular, for our experiments with hybrid QPP approaches, we considered NQC, which is a relatively simple to implement and effective post-retrieval performance predictor. Experiments conducted on a number of benchmark TREC datasets demonstrate that the hybrid of the word vector based approach with NQC almost always outperforms combinations of other pre-retrieval predictors with NQC.

Note that our proposed predictor is based on using embeddings to approximate the ambiguity of the query ($d(Q, Q)$ in Figure 7.1), but the experimental results only report the combined effect of all factors on QPP. It would be interesting to isolate the role of $d(Q, Q)$, and to more directly study how well our predictor quantifies $d(Q, Q)$ (for example, by analyzing a small sample of individual queries in detail).

Another interesting direction for future work would be to use the embeddings of words in the retrieved documents to predict the performance on the basis of ambiguity of the retrieved documents ($d(R, R)$ in Figure 7.1). As a generalized predictor, we would also like to utilize the embedded vectors of the top retrieved documents in combination with vectors of neighbouring terms of the query. Finally, we would like to explore the performance of the proposed prediction approach in combination with other post-retrieval methods.
Figure 7.6: The performance of the baseline methods as well as the proposed methods in terms of performance prediction of BM25 retrieval model. In the plot, Y axis represents the correlation values obtained between the true AP of the retrieval model, and the prediction score. The blue bar and the red bar represent the Pearson’s Rho ($\rho$) and Kendall’s Tau ($\tau$) correlation coefficient respectively.
Chapter 8

Conclusions and future work

The objective of the research presented in this thesis is to improve the effectiveness of information retrieval approaches for different tasks using word embeddings. Particularly, we focused on improving baseline and query expansion performance utilizing embedding of vocabulary terms. Additionally, we presented a novel embedding based query performance predictor that successfully beat almost all of the state-of-the-art predictors having similar nature of operation. A chapter-wise findings and conclusions are stated below:

1. Chapter 3: As a preliminary experiments, we setup the basic preprocessing groundwork to follow for web collections. Experimental results concluded with the following observations:

- The performance of all retrieval models are susceptible to indexing time preprocessing applied. Most of the retrieval models are observed to be performing substantially better when the clean index is used.

- Jelinek-Mercer smoothed language modeling exhibits mixed behaviour with regard to the presence of noise in the corpus. For collections with substantial amount of noise (e.g. ClueWeb09B), cleaning results in improved performance. However, for relatively smaller collections (e.g. WT10G), removing the noise affects the performance negatively. This can be explained using the fact that Jelinek-Mercer smoothing does not take document length into account.

- As reported in earlier studies, Dirichlet smoothing works better than Jelinek Mercer smoothing. This is particularly true for Web corpora.

- The noise present in the web documents is seen to having adverse effect on pseudo relevance feedback based query expansion and, using the clean content is seen to be beneficial.

2. Chapter 4: A generalized version of the language model for IR that combines semantic similarity with statistical similarity, is proposed in this chapter. The proposed model is based on the traditional language model with the additional feature of considering two additional cases of generating a term, i) from a document, or ii) from the collection and then changing it to another term after passing it through a noisy channel. The term
transformation probabilities of the noisy channel, in turn, are computed by making use of the distances between the word vectors embedded in an abstract space. We argue that this model has the following two-fold advantage:

a) it is able to estimate how well a term fits in the context of a document (by transformation via document sampling);

b) it is able to decrease the vocabulary gap by adding other useful terms to a document (transformation via collection sampling).

Experimented on several TREC collections showed that our method significantly outperforms the standard language modeling based baseline. Possible future work will be to investigate compositionality of terms from the vector embeddings of words.

3. Chapter 5: In this chapter, some query expansion methods based on word embedding technique are introduced. Expansion term selection and weighting are based on embedding similarity. Given a query, the pre-retrieval expansion method $Q E_{pre}$ searches for semantically similar terms in the whole vocabulary, while its post-retrieval counterpart $Q E_{post}$ explores a set of initially retrieved documents to select expansion terms. Experiments on standard test collections show that both the proposed methods are performing better than unexpanded baseline model. The proposed methods are however seen to be inferior than feedback based expansion technique RM3, which uses only co-occurrence based statistics to select terms and assign corresponding weights. A possible future work, in this direction, is to apply the embeddings in combination with co-occurrence based techniques (e.g. RM3). In this work, we restrict the use of embeddings only to select similar words in the embedded space. Thus another possible future scope is to use the embeddings exhaustively for utilizing other aspects of the embedded forms.

We use the proposed $Q E_{pre}$ expansion framework to observe how selection of term normalization and collection choice applied during word embeddings learning affect retrieval performance. We formalize two metrics for measuring the similarities between the embedded spaces of word vectors obtained under different settings. Using embeddings trained over different collections and under different settings for the query expansion task, we found that:

(a) small differences in settings can lead to considerable differences in the embedded spaces of word vectors;

(b) these differences can lead to considerable variations in the effectiveness of downstream task of ad hoc IR,

(c) there is no ‘clear winner’ among the term normalization alternatives, since we observed that word2vec generally works well on a stemmed collection, whereas fastText on an unprocessed collection, and this can be attributed to the inherent characteristics of the embedding algorithms;
(d) our proposed post-processing term normalization by composing vectors of words yielding the same stem produces more stable results (lying between the two extremes of unprocessed and stemmed) across the different word embedding algorithms;

(e) composition based post term normalization can be a good choice when working with pre-trained word vectors trained with word2vec, since it outperforms the results with unprocessed word vectors on three standard IR collections;

(f) no ‘clear winner’ among the word vector training algorithms, since the results produced by word2vec are slightly better than those obtained with fastText on TREC-Rb and WT10G, whereas fastText word vectors produces better results on GOV2.

In future, we plan to solidify these observations to offer general best practices for a range of different neural IR methods.

4. Chapter 6: In a third attempt on improving retrieval effectiveness with word embedding, in this chapter, a non-parametric statistical framework is proposed which makes use of embedded word vectors for relevance feedback. The proposed model combines co-occurrence statistics with semantic similarity between terms of the top ranked documents and the query terms with the help of kernel density estimation (KDE). Particularly, the query terms are considered as the pivot points controlling the shape of the estimated density function. Concept level term compositionality is also incorporated in the model by term wise vector addition of query word vectors.

The proposed method was evaluated on standard IR test collection, with both news as well as web documents. Experiments on standard IR test collections (with both news and web documents) demonstrate that the proposed RF method based on KDE significantly outperforms RM3, which only use statistical co-occurrences between query terms and words within top ranked documents. Thus, it can be concluded that using word vectors can act as sources of useful information for relevance feedback in addition to term co-occurrences.

As a part of future work, we would like to explore potential applications of larger units of embeddings, such as those of sentences and paragraphs, for further improving retrieval effectiveness.

5. Chapter 7:

In this chapter, a novel word embedding based query performance predictor is proposed, which is based on estimating the ambiguity of a query. Specifically, the query difficulty is quantified by the number of different senses each query term is associated with. The key hypothesis behind the embedding based predictor is that, for an ambiguous query, the vectors in local neighborhood of the query word vectors are expected to contain terms that are associated with different senses. Therefore, a term with multiple senses is likely to be an ambiguous term for which, retrieval performance is supposed to be poor for simple retrieval models. Based on the above hypothesis, the proposed
predictor is pre-retrieval predictor in nature, and does not utilize any post-retrieval information. The proposed model is further extended as a hybrid model to incorporate the post-retrieval knowledge. The hybrid framework has the flexibility to be used with any post-retrieval predictors. For the experiments reported in this chapter, we considered NQC, which is a relatively simple to implement and effective post-retrieval performance predictor. The efficacy of the proposed method was tested on a number of benchmark TREC datasets which demonstrated that the hybrid method, based on word embeddings, has the potential to almost always outperform NQC and combinations of other pre-retrieval predictors with NQC.

In future, we would like to explore the performance of the proposed prediction approach in combination with other post-retrieval methods. Till now, the proposed predictor uses embeddings for approximating ambiguity of the query \(d(Q, Q)\) in Figure 7.1. Additionally, we would like to use the embeddings of words in the retrieved documents to predict the performance on the basis of ambiguity of the retrieved documents \(d(R, R)\) in Figure 7.1. As a generalized predictor, we would also like to utilize the embedded vectors of the top retrieved documents in combination with vectors of neighboring terms of the query.
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